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Mykola Komarnytskyi

(25.05.1948 – 21.04.2016)

Distinguished Professor of Ivan Franko L’viv National University,
Doctor of Sciences Mykola Komarnytskyi passed away on April 21, 2016.
His sudden death is a great loss for L’viv mathematicians and for the
entire Ukrainian mathematics community.

Mykola Komarnytskyi was born in 1948 in the village Komarnyky of
the L’viv Region. After graduating of high school, Mykola was enrolled
to the Department of Mechanics and Mathematics of Ivan Franko L’viv
University. In 1971, after graduating the University he was admitted
to the Department of Algebra of Institute of Physics and Mathematics
in L’viv.

In February 1979 he was hired in the Department of Mechanics and
Mathematics of L’viv University. Since that, his entire life was tightly
connected to this Department. In 1993-1995 as a senior researcher he
worked hard on many important algebraic problems. His Doctor of Sciences
thesis was defended in 1998. Since 1998 he worked a professor of the
Department of Algebra and Topology, and in 2002 he became the Chair
of this department.

Mykola Komarnytskyi made an impressive contribution in many areas
of modern algebra: The theory of rings and modules, the model theory,
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the categorical logic. He solved the Cozzens-Faith problem on ultrapowers
of principal ideal domains. We should also mention his attention-grabbing
proof (coauthored by Ivanna Melnyk) of axiomatizability of the class of
noncommutative Prüfer rings. Mykola Komarnytskyi has introduced a
new class of elementary divisor rings, called the almost invariant elemen-
tary divisor rings, and obtained a partial solution for these rings of the
Warfield problem (to find an internal characterization of rings such that
every finitely presented module decomposes into a direct sum of cyclic
submodules). He showed (with Bogdan Zabavsky) that any elementary
divisor distributive domain is a duo-domain.

Mykola Komarnytskyi proved that if every ideal of a commutative
Bezout domain is transfinite nilpotent, then this domain is adequate, and
therefore it is an elementary divisor ring. He also applied the obtained
results to simplification of the formulas of the first order theory of modules.

Mykola Komarnytskyi (with Halina Zelisko) considered the lattice of
left ideals of a ring which is an ultraproduct of a family of Noetherian
V-domains, obtained the formula describing maximal left ideals in such
ultraproduct and constructed the spectrum of an ultraproduct of principal
ideal V-domains.

In addition to his prolific research work, M. Komarnitskyi was also
actively engaged in teaching and especially in finding talented students
and engaging them to research. Professor Mykola Komarnytskyi served as
an advisor of six Candidate of Sciences theses. He organized international
algebraic conferences in L’viv and served as an editor of mathematical
journals. In particular, he was a vice-editor of Algebra and Discrete
Mathematics.

In 2014, for his many years of productive scientific and educational
work, Mykola Komarnytskyi was awarded the title of Distinguished Pro-
fessor of Ivan Franko L’viv National University.

Professor Komarnytskyi was not only an outstanding mathematician
but deeply and widely educated man with very widespread outlook. He
had many friends in Ukraine and over the world. The cherished memory
of Mykola Komarnytskyi will forever remain in the minds and hearts of
his colleagues, students, family and friends.

Yuriy Drozd, Volodymyr Kirichenko, Leonid Kurdachenko,
Fedir Lyman, Anatoliy Petravchuk, Vasyl Petrychkovych,

Igor Subbotin, Vitaliy Sushchansky, Bogdan Zabavsky,
Myhailo Zarichnyi, Anatolii Zhuchok, Yurii Zhuchok
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On a semitopological polycyclic monoid

Serhii Bardyla and Oleg Gutik

Communicated by M. Ya. Komarnytskyj

Abstract. We study algebraic structure of the λ-polycyclic
monoid Pλ and its topologizations. We show that the λ-polycyclic
monoid for an infinite cardinal λ > 2 has similar algebraic properties
so has the polycyclic monoid Pn with finitely many n > 2 generators.
In particular we prove that for every infinite cardinal λ the polycyclic
monoid Pλ is a congruence-free combinatorial 0-bisimple 0-E-unitary
inverse semigroup. Also we show that every non-zero element x
is an isolated point in (Pλ, τ) for every Hausdorff topology τ on
Pλ, such that (Pλ, τ) is a semitopological semigroup, and every
locally compact Hausdorff semigroup topology on Pλ is discrete.
The last statement extends results of the paper [33] obtaining for
topological inverse graph semigroups. We describe all feebly compact
topologies τ on Pλ such that (Pλ, τ) is a semitopological semigroup
and its Bohr compactification as a topological semigroup. We prove
that for every cardinal λ > 2 any continuous homomorphism from
a topological semigroup Pλ into an arbitrary countably compact
topological semigroup is annihilating and there exists no a Hausdorff
feebly compact topological semigroup which contains Pλ as a dense
subsemigroup.
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Key words and phrases: inverse semigroup, bicyclic monoid, polycyclic monoid,
free monoid, semigroup of matrix units, topological semigroup, semitopological semi-
group, Bohr compactification, embedding, locally compact, countably compact, feebly
compact.



164 On a semitopological polycyclic monoid

1. Introduction and preliminaries

In this paper all topological spaces will be assumed to be Hausdorff.
We shall follow the terminology of [8, 11, 14, 32]. If A is a subset of a
topological space X, then we denote the closure of the set A in X by
clX(A). By ω we denote the first infinite cardinal.

A semigroup S is called an inverse semigroup if every a in S possesses
an unique inverse, i.e. if there exists an unique element a−1 in S such that

aa−1a = a and a−1aa−1 = a−1.

A map which associates to any element of an inverse semigroup its inverse
is called the inversion.

A band is a semigroup of idempotents. If S is a semigroup, then we
shall denote the subset of all idempotents in S by E(S). If S is an inverse
semigroup, then E(S) is closed under multiplication. The semigroup
operation on S determines the following partial order 6 on E(S): e 6 f
if and only if ef = fe = e. This order is called the natural partial order
on E(S). A semilattice is a commutative semigroup of idempotents. A
semilattice E is called linearly ordered or a chain if its natural order is
a linear order. A maximal chain of a semilattice E is a chain which is
properly contained in no other chain of E. The Axiom of Choice implies
the existence of maximal chains in any partially ordered set. According
to [36, Definition II.5.12] chain L is called ω-chain if L is isomorphic to
{0,−1,−2,−3, . . .} with the usual order 6. Let E be a semilattice and
e ∈ E. We denote ↓e = {f ∈ E | f 6 e} and ↑e = {f ∈ E | e 6 f}.

If S is a semigroup, then we shall denote by R, L, J, D and H the
Green relations on S (see [16] or [11, Section 2.1]):

aRb if and only if aS1 = bS1;
aLb if and only if S1a = S1b;
aJb if and only if S1aS1 = S1bS1;

D = L◦R = R◦L;
H = L ∩ R.

A semigroup S is said to be:

• simple if S has no proper two-sided ideals, which is equivalent to
J = S × S in S;

• 0-simple if S has a zero and S contains no proper two-sided ideals
distinct from the zero;

• bisimple if S contains a unique D-class, i.e., D = S × S in S;
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• 0-bisimple if S has a zero and S contains two D-classes: {0} and
S \ {0};

• congruence-free if S has only identity and universal congruences.

An inverse semigroup S is said to be

• combinatorial if H is the equality relation on S;
• E-unitary if for any idempotents e, f ∈ S the equality ex = f

implies that x ∈ E(S);
• 0-E-unitary if S has a zero and for any non-zero idempotents
e, f ∈ S the equality ex = f implies that x ∈ E(S).

The bicyclic monoid C(p, q) is the semigroup with the identity 1
generated by two elements p and q subjected only to the condition pq = 1.
The distinct elements of C(p, q) are exhibited in the following useful array

1 p p2 p3 · · ·
q qp qp2 qp3 · · ·
q2 q2p q2p2 q2p3 · · ·
q3 q3p q3p2 q3p3 · · ·
...

...
...

...
. . .

and the semigroup operation on C(p, q) is determined as follows:

qkpl · qmpn = qk+m−min{l,m}pl+n−min{l,m}.

It is well known that the bicyclic monoid C(p, q) is a bisimple (and
hence simple) combinatorial E-unitary inverse semigroup and every non-
trivial congruence on C(p, q) is a group congruence [11]. Also the nice
Andersen Theorem states that a simple semigroup S with an idempotent
is completely simple if and only if S does not contains an isomorphic copy
of the bicyclic semigroup (see [1] and [11, Theorem 2.54]).

Let λ be a non-zero cardinal. On the set Bλ = (λ× λ) ∪ {0}, where
0 /∈ λ× λ, we define the semigroup operation “ · ” as follows

(a, b) · (c, d) =

{
(a, d), if b = c;

0, if b 6= c,

and (a, b) · 0 = 0 · (a, b) = 0 · 0 = 0 for a, b, c, d ∈ λ. The semigroup Bλ is
called the semigroup of λ×λ-matrix units (see [11]).

In 1970 Nivat and Perrot proposed the following generalization of the
bicyclic monoid (see [35] and [32, Section 9.3]). For a non-zero cardinal
λ, the polycyclic monoid Pλ on λ generators is the semigroup with zero
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given by the presentation:

Pλ =

〈
{pi}i∈λ ,

{
p−1
i

}
i∈λ

| pip−1
i = 1, pip

−1
j = 0 for i 6= j

〉
.

It is obvious that in the case when λ = 1 the semigroup P1 is isomorphic
to the bicyclic semigroup with adjoined zero. For every finite non-zero car-
dinal λ = n the polycyclic monoid Pn is a congruence free, combinatorial,
0-bisimple, 0-E-unitary inverse semigroup (see [32, Section 9.3]).

We recall that a topological space X is said to be:
• compact if each open cover of X has a finite subcover;
• countably compact if each open countable cover of X has a finite

subcover;
• countably compact at a subset A ⊆ X if every infinite subset B ⊆ A

has an accumulation point x in X;
• countably pracompact if there exists a dense subset A in X such

that X is countably compact at A;
• feebly compact if each locally finite open cover of X is finite.

According to Theorem 3.10.22 of [14], a Tychonoff topological space X
is feebly compact if and only if each continuous real-valued function on
X is bounded, i.e., X is pseudocompact. Also, a Hausdorff topological
space X is feebly compact if and only if every locally finite family of
non-empty open subsets of X is finite. Every compact space is countably
compact, every countably compact space is countably pracompact, and
every countably pracompact space is feebly compact (see [3] and [14]).

A topological (inverse) semigroup is a Hausdorff topological space
together with a continuous semigroup operation (and an inversion, respec-
tively). Obviously, the inversion defined on a topological inverse semigroup
is a homeomorphism. If S is a semigroup (an inverse semigroup) and τ is
a topology on S such that (S, τ) is a topological (inverse) semigroup, then
we shall call τ a (inverse) semigroup topology on S. A semitopological
semigroup is a Hausdorff topological space together with a separately
continuous semigroup operation.

The bicyclic semigroup admits only the discrete semigroup topology
and if a topological semigroup S contains it as a dense subsemigroup then
C(p, q) is an open subset of S [13]. Bertman and West in [7] extended this
result for the case of semitopological semigroups. Stable and Γ-compact
topological semigroups do not contain the bicyclic semigroup [2, 30].
The problem of an embedding of the bicyclic monoid into compact-like
topological semigroups discussed in [5, 6, 27]. In [13] Eberhart and Selden
proved that if the bicyclic monoid C(p, q) is a dense subsemigroup of a
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topological monoid S and I = S \ C(p, q) 6= ∅ then I is a two-sided ideal
of the semigroup S. Also, there they described the closure the bicyclic
monoid C(p, q) in a locally compact topological inverse semigroup. The
closure of the bicyclic monoid in a countably compact (pseudocompact)
topological semigroups was studied in [6].

In [15] Fihel and Gutik showed that any Hausdorff topology τ on the
extended bicyclic semigroup CZ such that ( CZ, τ) is a semitopological
semigroup is discrete. Also in [15] studied a closure of the extended bicyclic
semigroup CZ in a topological semigroup.

For any Hausdorff topology τ on an infinite semigroup of λ×λ-matrix
units Bλ such that (Bλ, τ) is a semitopological semigroup every non-zero
element of Bλ is an isolated point of (Bλ, τ) [22]. Also in [22] was proved
that on any infinite semigroup of λ×λ-matrix units Bλ there exists a
unique feebly compact topology τA such that (Bλ, τA) is a semitopological
semigroup and moreover this topology τA is compact. A closure of an
infinite semigroup of λ×λ-matrix units in semitopological and topological
semigroups and its embeddings into compact-like semigroups were studied
in [18,22,23].

Semigroup topologizations and closures of inverse semigroups of mono-
tone co-finite partial bijections of some linearly ordered infinite sets,
inverse semigroups of almost identity partial bijections and inverse semi-
groups of partial bijections of a bounded finite rank studied in [9, 10,17,
20,23–25,28,29].

To every directed graph E one can associate a graph inverse semigroup
G(E), where elements roughly correspond to possible paths in E. These
semigroups generalize polycyclic monoids. In [33] the authors investigated
topologies that turn G(E) into a topological semigroup. For instance,
they showed that in any such topology that is Hausdorff, G(E) \ {0} must
be discrete for any directed graph E. On the other hand, G(E) need not
be discrete in a Hausdorff semigroup topology, and for certain graphs E,
G(E) admits a T1 semigroup topology in which G(E) \ {0} is not discrete.
In [33] the authors also described the algebraic structure and possible
cardinality of the closure of G(E) in larger topological semigroups.

In this paper we show that the λ-polycyclic monoid for in infinite car-
dinal λ > 2 has similar algebraic properties so has the polycyclic monoid
Pn with finitely many n > 2 generators. In particular we prove that for
every infinite cardinal λ the polycyclic monoid Pλ is a congruence-free,
combinatorial, 0-bisimple, 0-E-unitary inverse semigroup. Also we show
that every non-zero element x is an isolated point in (Pλ, τ) for every
Hausdorff topology on Pλ, such that Pλ is a semitopological semigroup,
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and every locally compact Hausdorff semigroup topology on Pλ is dis-
crete. The last statement extends results of the paper [33] obtaining for
topological inverse graph semigroups. We describe all feebly compact
topologies τ on Pλ such that (Pλ, τ) is a semitopological semigroup and
its Bohr compactification as a topological semigroup. We prove that for
every cardinal λ > 2 any continuous homomorphism from a topological
semigroup Pλ into an arbitrary countably compact topological semigroup
is annihilating and there exists no a Hausdorff feebly compact topological
semigroup which contains Pλ as a dense subsemigroup.

2. Algebraic properties of the λ-polycyclic monoid for an
infinite cardinal λ

In this section we assume that λ is an infinite cardinal.
We repeat the thinking and arguments from [32, Section 9.3].
We shall give a representation for the polycyclic monoid Pλ by means

of partial bijections on the free monoid Mλ over the cardinal λ. Put
A = {xi : i ∈ λ}. Then the free monoid Mλ over the cardinal λ is
isomorphic to the free monoid Mλ over the set A. Next we define for
every i ∈ λ the partial map α : Mλ → Mλ by the formula (u)αi = xiu
and put that Mλ is the domain and xiMλ is the range of αi. Then for
every i ∈ λ we may regard so defined partial map as an element of the
symmetric inverse monoid I(Mλ) on the set Mλ. Denote by Iλ the inverse
submonoid of I(Mλ) generated by the set {αi : i ∈ λ}. We observe that
αiα

−1
i is the identity partial map on Mλ for each i ∈ λ and whereas if

i 6= j then αiα
−1
j is the empty partial map on the set Mλ, i, j ∈ λ. Define

the map h : Pλ → Iλ by the formula (pi)h = αi and (p−1
i )h = α−1

i , i ∈ λ.
Then by Proposition 2.3.5 of [32], Iλ is a homomorphic image of Pλ and
by Proposition 9.3.1 from [32] the map h : Pλ → Iλ is an isomorphism.
Since the band of the semigroup Iλ consists of partial identity maps, the
identifying the semilattice of idempotents of Iλ with the free monoid M0

λ

with adjoined zero admits the following partial order on M0
λ:

u 6 v if and only if v is a prefix of u for u, v ∈ M0
λ,

and 0 6 u for every u ∈ M0
λ.

(1)

This partial order admits the following semilattice operation on M0
λ:

u ∗ v = v ∗ u =

{
u, if v is a prefix of u;
0, otherwise,
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and 0 ∗ u = u ∗ 0 = 0 ∗ 0 = 0 for arbitrary words u, v ∈ M0
λ.

Remark 2.1. We observe that for an arbitrary non-zero cardinal λ the
set M0

λ \ {0} with the dual partial order to (1) is order isomorphic to the
λ-ary tree Tλ with the countable height.

Hence, we proved the following proposition.

Proposition 2.2. For every infinite cardinal λ the semigroup Pλ is
isomorphic to the inverse semigroup Iλ and the semilattice E(Pλ) is
isomorphic to (M0

λ, ∗).

Let n be any positive integer and i1, . . . , in ∈ λ. We put

P λn 〈i1, . . . , in〉
=
〈
pi1 , . . . , pin , p

−1
i1
, . . . , p−1

in
| pikp−1

ik
= 1, pikp

−1
il

= 0 for ik 6= il
〉
.

The statement of the following lemma is trivial.

Lemma 2.3. Let λ be an infinite cardinal and n be an arbitrary positive
integer. Then P λn 〈i1, . . . , in〉 is a submonoid of the polycyclic monoid Pλ
such that P λn 〈i1, . . . , in〉 is isomorphic to Pn for arbitrary i1, . . . , in ∈ λ.

Our above representation of the polycyclic monoid Pλ by means of
partial bijections on the free monoid Mλ over the cardinal λ implies the
following lemma.

Lemma 2.4. Let λ be an infinite cardinal. Then for any elements
x1,. . ., xk∈Pλ there exist i1,. . ., in∈λ such that x1, . . . , xk∈P λn 〈i1, . . . , in〉.

Theorem 2.5. For every infinite cardinal λ the polycyclic monoid Pλ is a
congruence-free combinatorial 0-bisimple 0-E-unitary inverse semigroup.

Proof. By Proposition 2.2 the semigroup Pλ is inverse.
First we show that the semigroup Pλ is 0-bisimple. Then by the

Munn Lemma (see [34, Lemma 1.1] and [32, Proposition 3.2.5]) it is
sufficient to show that for any two non-zero idempotents e, f ∈ Pλ there
exists x ∈ Pλ such that xx−1 = e and x−1x = f . Fix arbitrary two
non-zero idempotents e, f ∈ Pλ. By Lemma 2.4 there exist i1, . . . , in ∈ λ
such that e, f ∈ P λn 〈i1, . . . , in〉. Lemma 2.3, Theorem 9.3.4 of [32] and
Proposition 3.2.5 of [32] imply that there exists x ∈ P λn 〈i1, . . . , in〉 ⊂ Pλ
such that xx−1 = e and x−1x = f . Hence the semigroup Pλ is 0-bisimple.

The above representation of the polycyclic monoid Pλ by means of
partial bijections on the free monoid Mλ over the cardinal λ implies that
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the H-class in Pλ which contains the unity is a singleton. Then since
the polycyclic monoid Pλ is 0-bisimple Theorem 2.20 of [11] implies that
every non-zero H-class in Pλ is a singleton. It is obvious that H-class in
Pλ which contains zero is a singleton. This implies that the polycyclic
monoid Pλ is combinatorial.

Suppose to the contrary that the monoid Pλ is not 0-E-unitary. Then
there exist a non-idempotent element x ∈ Pλ and non-zero idempotents
e, f ∈ Pλ such that xe = f . By Lemma 2.4 there exist i1, . . . , in ∈ λ
such that x, e, f ∈ P λn 〈i1, . . . , in〉. Hence the monoid P λn 〈i1, . . . , in〉 is not
0-E-unitary, which contradicts Lemma 2.3 and Theorem 9.3.4 of [32].
The obtained contradiction implies that the polycyclic monoid Pλ is a
0-E-unitary inverse semigroup.

Suppose the contrary that there exists a congruence C on the polycyclic
monoid Pλ which is distinct from the identity and the universal congruence
on Pλ. Then there exist distinct x, y ∈ Pλ such that xCy. By Lemma 2.4
there exist i1, . . . , in ∈ λ such that x, y ∈ P λn 〈i1, . . . , in〉. By Lemma 2.3
and Theorem 9.3.4 of [32], since the polycyclic monoid Pn is congruence-
free we have that the unity and zero of the polycyclic monoid Pλ are C-
equivalent and hence all elements of Pλ are C-equivalent. This contradicts
our assumption. The obtained contradiction implies that the polycyclic
monoid Pλ is a congruence-free semigroup.

From now for an arbitrary cardinal λ > 2 we shall call the semigroup
Pλ the λ-polycyclic monoid.

Fix an arbitrary cardinal λ > 2 and two distinct elements a, b ∈ λ.
We consider the following subset A = {bia : i = 0, 1, 2, 3, . . .} of the free
monoid Mλ. The definition of the above defined partial order 6 on M0

λ

implies that two arbitrary distinct elements of the set A are incomparable
in (M0

λ,6). Let B(bia) be a subsemigroup of Iλ generated by the subset

{
α ∈ Iλ : domα = biaMλ and ranα = bjaMλ for some i, j ∈ ω

}

of the semigroup Iλ. Since two arbitrary distinct elements of the set A
are incomparable in the partially ordered set (M0

λ,6) the semigroup
operation of Iλ implies that the following conditions hold:

(i) αβ is a non-zero element of the semigroup Iλ if and only if ranα =
dom β;

(ii) αβ = 0 in Iλ if and only if ranα 6= dom β;
(iii) if αβ 6= 0 in Iλ then dom(αβ) = domα and ran(αβ) = ran β;
(iv) B(bia) is an inverse subsemigroup of Iλ,
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for arbitrary α, β ∈ B(bia).

Now, if we identify ω with the set of all non-negative inte-
gers {0, 1, 2, 3, 4, . . .}, then simple verifications show that the map
h : B(bia) → Bω defined in the following way:

(a) if α 6= 0, domα = biaMλ and ranα = bjaMλ, then (α)h = (i, j),
for i, j ∈ {0, 1, 2, 3, 4, . . .};

(b) (0)h = 0,

is a semigroup isomorphism.

Hence we proved the following proposition.

Proposition 2.6. For every cardinal λ > 2 the λ-polycyclic monoid Pλ
contains an isomorphic copy of the semigroup of ω×ω-matrix units Bω.

Proposition 2.7. For every non-zero cardinal λ and any α, β ∈ Pλ \{0},
both sets {χ ∈ Pλ : α · χ = β} and {χ ∈ Pλ : χ · α = β} are finite.

Proof. We show that the set {χ ∈ Pλ : α · χ = β} is finite. The proof in
other case is similar.

It is obvious that

{χ ∈ Pλ : α · χ = β} ⊆
{
χ ∈ Pλ : α−1 · α · χ = α−1 · β

}
.

Then the definition of the semigroup Iλ implies there exist words u, v ∈ Mλ

such that the partial map α−1 ·β is the map from uMλ onto vMλ defined
by the formula (ux)(α−1 · β) = vx for any x ∈ Mλ. Since α−1 · α is
an identity partial map of Mλ we get that the partial map α−1 · β is
a restriction of the partial map χ on the set dom(α−1 · α). Hence by
the definition of the semigroup Iλ there exists words u1, v1 ∈ Mλ such
that u1 is a prefix of u, v1 is a prefix of v and χ is the map from u1Mλ

onto v1Mλ defined by the formula (u1x)(α−1 · β) = v1x for any x ∈ Mλ.
Now, since every word of free monoid Mλ has finitely many prefixes we
conclude that the set

{
χ ∈ Pλ : α−1 · α · χ = α−1 · β

}
is finite, and hence

so is {χ ∈ Pλ : α · χ = β}.

Later we need the following lemma.

Lemma 2.8. Let λ be any cardinal > 2. Then an element x of the λ-
polycyclic monoid Pλ is R-equivalent to the identity 1 of Pλ if and only
if x = pi1 . . . pin for some generators pi1 , . . . , pin ∈ {pi}i∈λ.

Proof. We observe that the definition of the R-relation implies that xR1
if and only if xx−1 = 1 (see [32, Section 3.2]).
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(⇒) Suppose that an element x of Pλ has a form x = pi1 . . . pin . Then
the definition of the λ-polycyclic monoid Pλ implies that

xx−1 = (pi1 . . . pin) (pi1 . . . pin)−1 = pi1 . . . pinp
−1
in
. . . p−1

i1
= 1,

and hence xR1.
(⇐) Suppose that some element x of the λ-polycyclic monoid Pλ is

R-equivalent to the identity 1 of Pλ. Then the definition of the semigroup
Pλ implies that there exist finitely many pi1 , . . . , pin ∈ {pi}i∈λ such that
x is an element of the submonoid P λn 〈i1, . . . , in〉 of Pλ, which is generated
by elements pi1 , . . . , pin , i.e.,

P λn 〈i1, . . . , in〉
=
〈
pi1 , . . . , pin , p

−1
i1
, . . . , p−1

in
: pikp

−1
ik

= 1, pikp
−1
il

= 0 for ik 6= il
〉
.

Proposition 9.3.1 of [32] implies that the element x is equal to the unique
string of the form u−1v, where u and v are strings of the free monoid
M{pi1

,...,pin } over the set {pi1 , . . . , pin}. Next we shall show that u is the
empty string of M{pi1

,...,pin }. Suppose that u = a1 . . . ak and v = b1 . . . bl,
for some a1, . . . , ak, b1, . . . , bl ∈ {pi1 , . . . , pin} and u is not the empty-
string of M{pi1

,...,pin }. Then the definition of the λ-polycyclic monoid Pλ
implies that

xx−1 =
(
u−1v

) (
u−1v

)−1
= u−1vv−1u

= (a1 . . . ak)
−1 (b1 . . . bl) (b1 . . . bl)

−1 (a1 . . . ak)

= a−1
k . . . a−1

1 b1 . . . blb
−1
l . . . b−1

1 a1 . . . ak

. . .

= a−1
k . . . a−1

1 1a1 . . . ak

= a−1
k . . . a−1

1 a1 . . . ak 6= 1,

which contradicts the assumption that xR1. The obtained contradiction
implies that the element x has the form x = pi1 . . . pin for some generators
pi1 , . . . , pin from the set {pi}i∈λ.

3. On semigroup topologizations
of the λ-polycyclic monoid

In [13] Eberhart and Selden proved that if τ is a Hausdorff topology
on the bicyclic monoid C(p, q) such that ( C(p, q), τ) is a topological
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semigroup then τ is discrete. In [7] Bertman and West extended this results
for the case when ( C(p, q), τ) is a Hausdorff semitopological semigroup.
In [33] there proved that for any positive integer n > 1 every non-zero
element in a Hausdorff topological n-polycyclic monoid Pn is an isolated
point. The following proposition generalizes the above results.

Proposition 3.1. Let λ be any cardinal > 2 and τ be any Hausdorff
topology on Pλ, such that Pλ is a semitopological semigroup. Then every
non-zero element x is an isolated point in (Pλ, τ).

Proof. We observe that the λ-polycyclic monoid Pλ is a 0-bisimple semi-
group, and hence is a 0-simple semigroup. Then the continuity of right and
left translations in (Pλ, τ) and Proposition 2.7 imply that it is complete
to show that there exists an non-zero element x of Pλ such that x is an
isolated point in the topological space (Pλ, τ).

Suppose to the contrary that the unit 1 of the λ-polycyclic monoid
Pλ is a non-isolated point of the topological space (Pλ, τ). Then every
open neighbourhood U(1) of 1 in (Pλ, τ) is infinite subset.

Fix a singleton word x in the free monoid Mλ. Let ε be an idempotent
of the λ-polycyclic monoid Pλ which corresponds to the identity partial
map of xMλ. Since left and right translation on the idempotent ε are
retractions of the topological space (Pλ, τ) the Hausdorffness of (Pλ, τ)
implies that εPλ and Pλε are closed subsets of the topological space
(Pλ, τ), and hence so is the set εPλ ∪ Pλε. The separate continuity of the
semigroup operation and Hausdorffness of (Pλ, τ) imply that for every
open neighbourhood U(ε) 6∋ 0 of the point ε in (Pλ, τ) there exists an
open neighbourhood U(1) of the unit 1 in (Pλ, τ) such that

U(1) ⊆ Pλ \ (εPλ ∪ Pλε), ε · U(1) ⊆ U(ε) and U(1) · ε ⊆ U(ε).

We observe that the idempotent ε is maximal in Pλ \{1}. Hence any other
idempotent ι ∈ Pλ \ (εPλ ∪ Pλε) is incomparable with ε. Since the set
U(1) is infinite there exists an element α ∈ U(1) such that either α · α−1

or α−1 ·α is an incomparable idempotent with ε. Then we get that either

ε · α = ε · (α · α−1 · α) = (ε · α · α−1) · α = 0 · α = 0 ∈ U(ε)

or

α · ε = (α · α−1 · α) · ε = α · (α−1 · α · ε) = α · 0 = 0 ∈ U(ε).

The obtained contradiction implies that the unit 1 is an isolated point of
the topological space (Pλ, τ), which completes the proof of our proposition.
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A topological space X is called collectionwise normal if X is T1-space
and for every discrete family {Fα}α∈J of closed subsets of X there exists

a discrete family {Sα}α∈J of open subsets of X such that Fα ⊆ Sα for

every α ∈J [14].

Proposition 3.2. Every Hausdorff topological space X with a unique
non-isoloated point is collectionwise normal.

Proof. Suppose that a is a non-isolated point of X. Fix an arbitrary
discrete family {Fα}α∈J of closed subsets of the topological space X.

Then there exists an open neighbourhood U(a) of the point a in X which
intersects at most one element of the family {Fα}α∈J. In the case when

U(a) ∩ Fα = ∅ for every α ∈ J we put Sα = Fα for all α ∈ J. If
U(a) ∩ Fα0 6= ∅ for some α0 ∈J we put Sα0 = U(a) ∪ Fα0 and Sα = Fα
for all α ∈J \ {α0}. Then {Sα}α∈J is a discrete family of open subsets
of X such that Fα ⊆ Sα for every α ∈J.

Propositions 3.1 and 3.2 imply the following corollary.

Corollary 3.3. Let λ be any cardinal > 2 and τ be any Hausdorff topology
on Pλ, such that Pλ is a semitopological semigroup. Then the topological
space (Pλ, τ) is collectionwise normal.

In [33] there proved that for arbitrary finite cardinal > 2 every Haus-
dorff locally compact topology τ on Pλ such that (Pλ, τ) is a topological
semigroup, is discrete. The following proposition extends this result for
any infinite cardinal λ.

Proposition 3.4. Let λ be an infinite cardinal and τ be a locally compact
Hausdorff topology on Pλ such that (Pλ, τ) is a topological semigroup. Then
τ is discrete.

Proof. Suppose to the contrary that there exist a Hausdorff locally com-
pact non-discrete semigroup topology τ on Pλ. Then by Proposition 3.1
every non-zero element the semigroup Pλ is an isolated point in (Pλ, τ).
This implies that for any compact open neighbourhoods U(0) and V (0)
of zero 0 in (Pλ, τ) the set U(0) \ V (0) is finite. Hence zero 0 of Pλ is an
accumulation point of any infinite subset of an arbitrary open compact
neighbourhood U(0) of zero in (Pλ, τ).

Put R1 is the R-class of the semigroup Pλ which contains the identity
1 of Pλ. Then only one of the following conditions holds:
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(1) there exists a compact open neighbourhood U(0) of zero 0 in (Pλ, τ)
such that U(0) ∩R1 = ∅;

(2) U(0) ∩R1 is an infinite set for every compact open neighbourhood
U(0) of zero 0 in (Pλ, τ).

Suppose that case (1) holds. For arbitrary x ∈ R1 we put

R[x] =
{
a ∈ R1 : x−1a ∈ U(0)

}
.

Next we shall show that the set R[x] is finite for any x ∈ R1. Suppose
to the contrary that R[x] is infinite for some x ∈ R1. Then Lemma 2.8
implies that x−1a is non-zero element of Pλ for every a ∈ R[x], and hence
by Proposition 2.7,

B =
{
x−1a : a ∈ R[x]

}

is an infinite subset of the neighbourhood U(0). Therefore, the above
arguments imply that 0 ∈ clPλ

(B). Now, the continuity of the semigroup
operation in (Pλ, τ) implies that

0 = x · 0 ∈ x · clPλ
(B) ⊆ clPλ

(x ·B).

Then Lemma 2.8 implies that xx−1 = 1 for any x ∈ R1 and hence we
have that

x ·B =
{
xx−1a : a ∈ R[x]

}
= {a : a ∈ R[x]} = R[x] ⊆ R1.

This implies that every open neighbourhood U(0) of zero 0 in (Pλ, τ)
contains infinitely many elements from the class R1, which contradicts
our assumption.

Suppose that case (2) holds. Then the set {0} is a compact minimal
ideal of the topological semigroup (Pλ, τ). Now, by Lemma 1 of [31]
(also see [8, Vol. 1, Lemma 3,12]) for every open neighbourhood W (0)
of zero 0 in (Pλ, τ) there exists an open neighbourhood O(0) of zero 0
in (Pλ, τ) such that O(0) ⊆ W (0) and O(0) is an ideal of clPλ

(O(0)),
i.e., O(0) · clPλ

(O(0)) ∪ clPλ
(O(0)) ·O(0) ⊆ O(0). But by Proposition 3.1

all non-zero elements of Pλ are isolated points in (Pλ, τ), and hence
we have that clPλ

(O(0)) = O(0). This implies that O(0) is an open-
and-closed subsemigroup of the topological semigroup (Pλ, τ). Therefore,
the topological λ-polycyclic monoid (Pλ, τ) has a base B(0) at zero
0 which consists of open-and-closed subsemigroups of (Pλ, τ). Fix an
arbitrary S ∈ B(0). Then our assumption implies that there exists
x ∈ S ∩ R1. Since x ∈ R1, Lemma 2.8 implies that xx−1 = 1. Without
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loss of generality we may assume that x−1x 6= 1, because S is a proper
ideal of Pλ. Put B(x) =

〈
x, x−1

〉
. Then Lemma 1.31 of [11] implies that

B(x) is isomorphic to the bicyclic monoid, and since by Proposition 3.1 all
non-zero elements of Pλ are isolated points in (Pλ, τ), B0(x) = B(x) ⊔ {0}
is a closed subsemigroup of the topological semigroup (Pλ, τ), and hence
by Corollary 3.3.10 of [14], B0(x) with the induced topology τB from
(Pλ, τ) is a Hausdorff locally compact topological semigroup. Also, the
above presented arguments imply that 〈x〉∪{0} with the induced topology
from (Pλ, τ) is a compact topological semigroup, which is contained in
B0(x) as a subsemigroup. But by Corollary 1 from [19], (B0(x), τB) is
the discrete space, which contains a compact infinite subspace 〈x〉 ∪ {0}.
Hence case (2) does not hold.

The presented above arguments imply that there exists no non-
discrete Hausdorff locally compact semigroup topology on the λ-polycyclic
monoid Pλ.

The following example shows that the statements of Proposition 3.4
does not extend in the case when (Pλ, τ) is a semitopological semigroup
with continuous inversion. Moreover there exists a compact Hausdorff
topology τA-c on Pλ such that (Pλ, τA-c) is semitopological inverse semi-
group with continuous inversion.

Example 3.5. Let λ is any cardinal > 2. Put τA-c is the topology of the
one-point Alexandroff compactification of the discrete space Pλ \ {0} with
the narrow {0}, where 0 is the zero of the λ-polycyclic monoid Pλ. Since
Pλ \ {0} is a discrete open subspace of (Pλ, τA-c), it is complete to show
that the semigroup operation is separately continuous in (Pλ, τA-c) in the
following two cases:

x · 0 and 0 · x,

where x is an arbitrary non-zero element of the semigroup Pλ. Fix an
arbitrary open neighbourhood UA(0) of the zero in (Pλ, τA-c) such that
A = Pλ \ UA(0) is a finite subset of Pλ. By Proposition 2.7,

RAx = {a ∈ Pλ : x · a ∈ A} and LAx = {a ∈ Pλ : a · x ∈ A}

are finite not necessary non-empty subsets of the semigroup Pλ. Put
URA

x
(0) = Pλ \ RAx , ULA

x
(0) = Pλ \ LAx and UA−1 = Pλ \ {a : a−1 ∈ A}.

Then we get that

x · URA
x

(0) ⊆ UA(0), ULA
x

(0) · x ⊆ UA(0) and (UA−1)−1 ⊆ UA(0),
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and hence the semigroup operation is separately continuous and the
inversion is continuous in (Pλ, τA-c).

Proposition 3.6. Let λ is any cardinal > 2 and τ be a Hausdorff topology
on Pλ such that (Pλ, τ) is a semitopological semigroup. Then the following
conditions are equivalent:

(i) τ = τA-c;
(ii) (Pλ, τ) is a compact semitopological semigroup;

(iii) (Pλ, τ) is a feebly compact semitopological semigroup.

Proof. Implications (i) ⇒ (ii) and (ii) ⇒ (iii) are trivial and implication
(ii) ⇒ (i) follows from Proposition 3.1.

(iii) ⇒ (ii) Suppose there exists a feebly compact Hausdorff topology
τ on Pλ such that (Pλ, τ) is a non-compact semitopological semigroup.
Then there exists an open cover {Uα}α∈J which does not contain a

finite subcover. Let Uα0 be an arbitrary element of the family {Uα}α∈J

which contains zero 0 of the semigroup Pλ. Then Pλ \ Uα0 = AUα0
is an

infinite subset of Pλ. By Proposition 3.1, {Uα0} ∪
{

{x} : x ∈ AUα0

}
is an

infinite locally finite family of open subset of the topological space (Pλ, τ),
which contradicts that the space (Pλ, τ) is feebly compact. The obtained
contradiction implies the requested implication.

It is well known that the closure clS(T ) of an arbitrary subsemigroup
T in a semitopological semigroup S again is a subsemigroup of S (see [37,
Proposition I.1.8(ii)]). The following proposition describes the structure
of a narrow of the λ-polycyclic monoid Pλ in a semitopological semigroup.

Proposition 3.7. Let λ is any cardinal > 2, S be a Hausdorff semitopo-
logical semigroup and Pλ is a dense subsemigroup of S. Then S \Pλ ∪ {0}
is a closed ideal of S.

Proof. First we observe by Proposition I.1.8(iii) from [37] the zero 0 of
the λ-polycyclic monoid Pλ is a zero of the semitopological semigroup S.
Hence the statement of the proposition is trivial when S \ Pλ = ∅.

Assume that S \ Pλ 6= ∅. Put I = S \ Pλ ∪ {0}. By Theorem 3.3.9 of
[14], I is a closed subspace of S. Suppose to the contrary that I is not an
ideal of S. If I ·S * I then there exist x ∈ I\{0} and y ∈ Pλ\{0} such that
x · y = z ∈ Pλ \ {0}. By Theorem 3.3.9 of [14], y and z are isolated points
of the topological space S. Then the separate continuity of the semigroup
operation in S implies that there exists an open neighbourhood U(x) of the
point x in S such that U(x) ·{y} = {z}. Then we get that |U(x)∩Pλ| > ω
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which contradicts Proposition 2.7. The obtained contradiction implies the
inclusion I · S ⊆ I. The proof of the inclusion S · I ⊆ I is similar.

Now we shall show that I · I ⊆ I. Suppose to the contrary that there
exist x, y ∈ I \ {0} such that x · y = z ∈ Pλ \ {0}. By Theorem 3.3.9 of
[14], z is an isolated point of the topological space S. Then the separate
continuity of the semigroup operation in S implies that there exists an
open neighbourhood U(x) of the point x in S such that U(x) · {y} = {z}.
Since |U(x) ∩ Pλ| > ω there exists a ∈ Pλ \ {0} such that a · y ∈ a · I * I
which contradicts the above part of our proof. The obtained contradiction
implies the statement of the proposition.

4. Embeddings of the λ-polycyclic monoid into compact-
like topological semigroups

By Theorem 5 of [23] the semigroup of ω×ω-matrix units does not
embed into any countably compact topological semigroup. Then by Propo-
sition 2.6 we have that for every cardinal λ > 2 the λ-polycyclic monoid
Pλ does not embed into any countably compact topological semigroup
too.

A homomorphism h from a semigroup S into a semigroup T is called
annihilating if there exists c ∈ T such that (s)h = c for all s ∈ S. By
Theorem 6 of [23] every continuous homomorphism from the semigroup
of ω×ω-matrix units into an arbitrary countably compact topological
semigroup is annihilating. Then since by Theorem 2.5 the semigroup Pλ
is congruence-free Theorem 6 of [23] and Theorem 2.5 imply the following
corollary.

Corollary 4.1. For every cardinal λ > 2 any continuous homomorphism
from a topological semigroup Pλ into an arbitrary countably compact
topological semigroup is annihilating.

Proposition 4.2. For every cardinal λ > 2 any continuous homomor-
phism from a topological semigroup Pλ into a topological semigroup S
such that S × S is a Tychonoff pseudocompact space is annihilating, and
hence S does not contain the λ-polycyclic monoid Pλ.

Proof. First we shall show that S does not contain the λ-polycyclic
monoid Pλ. By [4, Theorem 1.3] for any topological semigroup S with
the pseudocompact square S × S the semigroup operation µ : S × S → S
extends to a continuous semigroup operation βµ : βS × βS → βS, so S
is a subsemigroup of the compact topological semigroup βS. Therefore
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the λ-polycyclic monoid Pλ is a subsemigroup of compact topological
semigroup βS which contradicts Corollary 4.1. The first statement of
the proposition implies from the statement that Pλ is a congruence-free
semigroup.

Recall [12] that a Bohr compactification of a topological semigroup S
is a pair (β,B(S)) such that B(S) is a compact topological semigroup,
β : S → B(S) is a continuous homomorphism, and if g : S → T is a
continuous homomorphism of S into a compact semigroup T , then there
exists a unique continuous homomorphism f : B(S) → T such that the
diagram

S
β //

g

��

B(S)

f}}
T

commutes.
By Theorem 2.5 for every infinite cardinal λ the polycyclic monoid Pλ

is a congruence-free inverse semigroup and hence Corollary 4.1 implies
the following corollary.

Corollary 4.3. For every cardinal λ > 2 the Bohr compactification of a
topological λ-polycyclic monoid Pλ is a trivial semigroup.

The following theorem generalized Theorem 5 from [23].

Theorem 4.4. For every infinite cardinal λ the semigroup of λ×λ-matrix
units Bλ does not densely embed into a Hausdorff feebly compact topological
semigroup.

Proof. Suppose to the contrary that there exists a Hausdorff feebly com-
pact topological semigroup S which contains the semigroup of λ×λ-matrix
units Bλ as a dense subsemigroup.

First we shall show that the subsemigroup of idempotents E(Bλ) of
the semigroup λ×λ-matrix units Bλ with the induced topology from
S is compact. Suppose to the contrary that E(Bλ) is not a compact
subspace of S. Then there exists an open neighbourhood U(0) of the zero
0 of S such that E(Bλ) \ U(0) is an infinite subset of E(Bλ). Since the
closure of semilattice in a topological semigroup is subsemilattice (see
[21, Corollary 19]) and every maximal chain of E(Bλ) is finite, Theorem 9
of [38] implies that the band E(Bλ) is a closed subsemigroup of S. Now,
by Lemma 2 from [22] every non-zero element of the semigroup Bλ is an
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isolated point in the space S, and hence by Theorem 3.3.9 of [14], Bλ \{0}
is an open discrete subspace of the topological space S. Therefore we get
that E(Bλ) \ U(0) is an infinite open-and-closed discrete subspace of S.
This contradicts the condition that S is a feebly compact space.

If the subsemigroup of idempotents E(Bλ) is compact then by The-
orem 1 from [23] the semigroup of λ×λ-matrix units Bλ is closed sub-
semigroup of S and since Bλ is dense in S, the semigroup Bλ coincides
with the topological semigroup S. This contradicts Theorem 2 of [22]
which states that there exists no a feebly compact Hausdorff topology τ
on the semigroup of λ×λ-matrix units Bλ such that (Bλ, τ) is a topologi-
cal semigroup. The obtained contradiction implies the statement of the
theorem.

Lemma 4.5. Every Hausdorff feebly compact topological space with a
dense discrete subspace is countably pracompact.

Proof. Suppose to the contrary that there exists a feebly compact topo-
logical space X with a dense discrete subspace D such that X is not
countably pracompact. Then every dense subset A in the topological
space X contains an infinite subset BA such that BA hasn’t an accumu-
lation point in X. Hence the dense discrete subspace D of X contains
an infinite subset BD such that BD hasn’t an accumulation point in the
topological space X. Then BD is a closed subset of X. By Theorem 3.3.9
of [14], D is an open subspace of X, and hence we have that BD is a
closed-and-open discrete subspace of the space X, which contradicts the
feeble compactness of the space S. The obtained contradiction implies
the statement of the lemma.

Theorem 4.6. For arbitrary cardinal λ > 2 there exists no Hausdorff fee-
bly compact topological semigroup which contains the λ-polycyclic monoid
Pλ as a dense subsemigroup.

Proof. By Proposition 3.1 and Lemma 4.5 it is suffices to show that there
does not exist a Hausdorff countably pracompact topological semigroup
which contains the λ-polycyclic monoid Pλ as a dense subsemigroup.

Suppose to the contrary that there exists a Hausdorff countably
pracompact topological semigroup S which contains the λ-polycyclic
monoid Pλ as a dense subsemigroup. Then there exists a dense subset A
in S such that every infinite subset B ⊆ A has an accumulation point
in the topological space S. By Proposition 3.1, Pλ \ {0} is a discrete
dense subspace of S and hence Theorem 3.3.9 of [14] implies that Pλ \ {0}
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is an open subspace of S. Therefore we have that Pλ \ {0} ⊆ A. Now,
by Proposition 2.6 the λ-polycyclic monoid Pλ contains an isomorphic
copy of the semigroup of ω×ω-matrix units Bω. Then the countable
pracompactness of the space S implies that every infinite subset C of the
set Bω{0} has an accumulating point in X, and hence the closure clS(Bω)
is a countably pracompact subsemigroup of the topological semigroup
S. This contradicts Theorem 4.4. The obtained contradiction implies the
statement of the theorem.
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Representation of Steinitz’s lattice in lattices
of substructures of relational structures

Oksana Bezushchak, Bogdana Oliynyk
and Vitaliy Sushchansky

Abstract. General conditions under which certain relational
structure contains a lattice of substructures isomorphic to Steinitz’s
lattice are formulated. Under some natural restrictions we consider
relational structures with the lattice containing a sublattice isomor-
phic to the lattice of positive integers with respect to divisibility. We
apply to this sublattice a construction that could be called “lattice
completion”. This construction can be used for different types of
relational structures, in particular for universal algebras, graphs,
metric spaces etc. Some examples are considered.

1. Introduction

Steinitz’s lattice was introduced at the beginning of the XX century by
German mathematician A.Steinitz for describing the structure of subfields
of algebraically closed field of prime characteristic [1]. It can be determined
as the lattice of supernatural numbers with a relation of the divisibility.
Steinitz’s lattice is complete, i.e. for an arbitrary subset of its elements
exists the exact lower and the exact upper bounds. It contains a various
sublattices including Boolean algebras. So, an existence of such lattice
in the lattice of substructures of mathematical structure shows its inner
richness that may be a basis for the use of the structure as an universal
object for corresponding class of structures of the same type.

2010 MSC: 03G10, 08A02, 03G05.
Key words and phrases: relational structure, lattice, supernatural numbers,

Boolean algebra.
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In the paper we formulate the general conditions in which certain
relational structure has some lattice of substructures, which is isomorphic
to Steinitz’s lattice. If these conditions are satisfied, then the isomorphic
representation of Steinitz’s lattice in a lattice of substructures of this
relational structure is obtained. Under certain natural restrictions it is
enough to view structures with the lattice containing sublattice, that is
isomorphic to the lattice of positive integers with divisibility. We apply
to this sublattice a construction that could be called “lattice completion”.
This construction can be used to different types of relational structures,
in particular — universal algebra, graphs, metric spaces etc. For example,
Steinitz’s lattice is isomorphic to:

(i) the lattice of all subfields of algebraic closure of finite field (see,
e.g., [2]);

(ii) the lattice of Glimm’s subalgebras of limited C∗-algebra (see,
e.g., [3], [4]);

(iii) lattices of so-called homogeneously symmetric and homogeneously
alternating subgroups of symmetric groups of permutations of nat-
ural numbers (see, e.g., [5], [6]).

Furthermore, some elements of Steinitz’s lattice of substructures in
certain relational structures were studied in many works of various authors
(see, e.g., [7]–[10]).

The paper is organized as follows. In Section 2 we give the definition
of Steinitz’s lattice and its basic properties. In Section 3 we present basic
information on the theory of relational structures. In Section 4 basic
construction of “lattice completion” of relational structures is described.
It is shown how to build the certain isomorphism between Steinitz’s
lattice and a lattice that occurs as a result of “lattice completion”. In
Section 5 we give examples of an application of the construction of “lattice
completion” in the theory of infinite groups and semigroups transforma-
tions. This makes it possible to introduce new objects namely, groups and
semigroups of periodically defined transformations of natural numbers.
Last section describes lattices of subspaces of Besicovitch’s space which
are constructed by the use of “lattice completion”, and therefore are
isomorphic to Steinitz’s lattice.

Results of the article were earlier partially announced in the article
[10] of third author. All symbols are commonly used in the paper. For
determination of indefinite terms we refer readers to [11]–[13].
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2. Steinitz’s lattice

2.1. Let N be a set of natural numbers and let P be its subset of primes.

Definition 1. Supernatural number (or Steinitz’s number) is called a
formal product ∏

p∈P

pkp , kp ∈ N ∪ {0,∞}. (1)

Denote by the symbol SN the set of all supernatural numbers. Every
natural number is a supernatural number, so that N ⊂ SN. Numbers from
SN \N will be called infinite supernatural numbers. Divisible relation | on
N in natural way is extended to SN. Namely, for arbitrary supernatural
numbers

u =
∏

p∈P

pkp , v =
∏

p∈P

plp , kp, lp ∈ N ∪ {0,∞}, (2)

we get u | v if and only if for all p ∈ P inequalities kp 6 lp hold (it
is assumed that ∞ is more than zero and all natural numbers). Main
properties of set SN, ordered by the divisible relation |, are characterized
by the following lemma.

Lemma 1. The ordered set (SN, |) is a lattice. The lattice (SN, |) is a
complete one and contains the largest and the smallest elements, that
accordingly are such supernatural numbers

I =
∏

p∈P

p∞ 1 =
∏

p∈P

p0. (3)

The proof of this statement is not difficult.
The exact lower and the exact upper bounds of supernatural numbers u,

v, that are given by their decompositions (2), are defined by the equalities

u ∨ v =
∏

p∈P

pmax(kp,lp) (4)

u ∧ v =
∏

p∈P

pmin(kp,lp) (5)

where max(k,∞) = ∞, min(k,∞) = k for k ∈ N ∪ {0}.

Definition 2. Lattice (SN,∧,∨) will be called Steinitz’s lattice.

The following lemma follows from equations (4), (5).
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Lemma 2. Steinitz’s lattice is a complete distributive lattice.

In the set of supernatural numbers we select two subsets.

Definition 3. Supernatural number u =
∏
p∈P p

kp is called complete, if
for each p ∈ P there is inclusion kp ∈ {0,∞}.

According to the definition a complete supernatural number u is
uniquely determined by the subset O(u) of that primes p from P, for
that kp = ∞. The set C of complete supernatural numbers is closed on
the operations ∨, ∧ and contains the numbers I and 1 that is defined
by (3). Moreover, on the set C one can define the operation of addition,
namely the addition ū of the number u ∈ C is called complete supernatural
number that is determined by subset O(ū) = P \ O(u). It is obvious, that
u ∨ ū = I, u ∧ ū = 1.

Lemma 3. The set C with the operations ∨, ∧, ¯ forms a Boolean algebra
with 1 as a zero element and I as an unit element. The Boolean algebra
(C,∨,∧, ¯ ) is isomorphic to the algebra of subsets of a countable set.

Proof. Define the mapping ϕ from the algebra of subsets of the set P to
the algebra C in such way. For any subset X ⊂ P put ϕ(X ) = u, were
O(u) = X . From mentioned above it follows that ϕ is a bijection. In
addition, for any X1,X2 ⊂ P for which ϕ(X1) = u1, ϕ(X2) = u2 we have

ϕ(X1 ∪ X2) = u1 ∨ u2, ϕ(X1 ∩ X2) = u1 ∧ u2, ϕ(X 1) = u1.

So, the mapping ϕ is an isomorphism, and this, in particular, means that
(C,∨,∧, ¯ ) is a Boolean algebra.

Definition 4. A supernatural number is called notsquare one, if indicators
of powers in its canonical decomposition (1) takes on only two values 0, 1.

Let B be a set of all notsquare supernatural numbers. It is clear, that
B is closed regarding to the operations ∨ and ∧. Moreover, on B can
also be defined the complement operation by the rule: for the number
u =

∏
p∈X p, we define

u =
∏

p∈P\X

p.

The number J =
∏
p∈P p is the largest element in the set B.

Lemma 4. Sublattice B of the lattice (SN,∧,∨) with the additional op-
eration, namely complement one, forms a Boolean algebra, the largest
element of which is number J, and the least element is 1. The algebra
(B,∧,∨, ¯ ) is isomorphic to the subalgebra of subsets of the set P.



188 Representation of Steinitz’s lattice

Proof. Define the mapping, which puts the subset X in correspondence
to the number

∏
p∈X p. This mapping is an isomorphism.

2.2. The sequence of positive integers χ = 〈k1, k2, . . .〉 will be called
divisible if ki | ki+1 for i = 1, 2, . . . . Let DS be a set of the most possible
of divisible sequences over N.

Definition 5. The sequence χ = 〈ki〉i∈N divides the sequence χ′ =
〈k′
i〉i∈N, if for any i ∈ N there are j ∈ N for which ki | k′

j .

Let | denote the divisibility of sequences. The relation | on DS is:

(i) reflexive, i.e. χ|χ for arbitrary sequence χ ∈ DS;
(ii) transitive, i.e. from χ1|χ2 and χ2|χ3 follows χ1|χ3 for any

χ1, χ2, χ3 ∈ DS.

But the relation of divisibility is not symmetric or antisymmetric relation.

Definition 6. Sequences χ and χ′ are called exactly divisible if at the
same time χ|χ′ and χ′|χ.

The exactly divisible relation is equivalence on DS, which we denote
by the symbol ∼. An arbitrary sequence χ ∈ DS determine a supernatural
number charχ (characteristic χ), which is defined thus

(i) each member of the sequence χ be a divisor of charχ;
(ii) every natural divisor of charχ be a divisor of some member of the

sequence χ.

For example, if χ = 〈1, p, p2, . . .〉, p ∈ P, then charχ = p∞, and when
χ = 〈1, 2!, 3!, 4!, . . .〉, then charχ = I. From the definition of characteristic
we get easy

Lemma 5. 1) For arbitrary χ1, χ2 ∈ DS the divisibility χ1|χ2 holds
if and only if charχ1| charχ2.

2) The sequences χ1, χ2 ∈ DS are exactly divisible if and only if when
charχ1 = charχ2.

So, sets of exactly divisible sequences are characterized by supernatural
numbers, moreover the correspondence between these classes of objects is
a bijective.

3. Relational structures

3.1. Recall that n-arity relation over the set A is called an arbitrary
subset of Cartesian degree An. A relational structure over the set A is
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called an a pair of the type

ℜ = 〈A, {Φkα
α }α∈I〉, (6)

where I is some set of indices, and for every α ∈ I Φkα
α is some relation

of the arity kα over A (kα ∈ N ∪ {0}). The set A is called a support of
the relational structure ℜ, the set {Φkα

α }α∈I is called its signature, and
the set (kα)α∈I is called its type.

Examples

1) Every directed graph without multiple edges with the set of vertices
V and the set of edges E ⊂ V × V is a relational structure (V,E) with
the support V and the signature E of the type (2).

2) Every colored graph with the set of vertices V , whose edges are
colored in k colors, is a relational structure with the support V and the
signature E1, . . ., Ek of the type (2, . . . , 2︸ ︷︷ ︸

k

).

3) Every metric space (X, d) with the set I of values of the metric is
a relational structure 〈X, {Dα}α∈I〉, where

Dα = {(x, y) | x, y ∈ X, d(x, y) = d(y, x) = α}.

This relational structure has the type (2α)α∈I .

4) Every universal algebra

£ = 〈A, {ϕkα
α }α∈I〉, where ϕkα

α : Akα → A

is an operation of the arity kα on A, can seen as a relational structure of
the form (6) of the type (kα + 1)α∈I , where

Φkα+1
α (x1, . . . , xkα , y)

occurs if and only if, then ϕkα
α (x1, . . . , xkα) = y.

The relational structures

ℜ = 〈A, {Φkα
α }α∈I〉 and ℜ′ = 〈B, {Ψ

lβ
β }β∈J〉

have the same type, if the sets I and J have the same cardinality and there
is a bijection f : I ↔ J so that for every α ∈ I the equality kα = lf(α)

holds.
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Let the relational structures ℜ and ℜ′ have the same type. The
bijection F : A → B is called an isomorphism of these structures, if for
any α ∈ I the relations

Φkα
α (x1, x2, . . . , xkα), x1, x2, . . . , xkα ∈ A,

and Ψ
lf(α)

f(α) (F (x1), F (x2), . . . , F (xkα))

are isomorphic.

In particular, an isomorphism of universal algebras or graphs as rela-
tional structures is their isomorphism in the usual sense, but an isomor-
phism of relational structures related to metric spaces means that these
spaces are isometric.

An isomorphism of relational structure itself is called an automor-
phism. All automorphisms of relational structure ℜ form a group with
the operation of superposition of automorphisms, which denoted by the
symbol Autℜ and named the group of automorphisms of the structure ℜ.

Let A′ be an arbitrary nonempty subset of the set A. For the subset
A′ we can consider restriction Φkα

α |A′ of the relation Φkα
α (α ∈ I) on the

set A′:

Φkα
α |A′(x1, x2, . . . , xkα) = Φkα

α (x1, x2, . . . , xkα) ∩ (A′)kα .

Note, that in this case some restrictions Φkα
α |A′ may be equal to empty

relations.

The relational structure 〈A′, {Φkα
α |A′}α∈I〉 is called a substructure of

the relational structure ℜ = 〈A, {Φkα
α }α∈I〉.

An isomorphism of ℜ onto some substructure of the structure ℜ′ is
called isomorphic emmbeding of the structure ℜ in the structure ℜ′.

3.2. The partially ordered set (I,>) is called a directed to the right, if
for any a, b ∈ I there exist such element c ∈ I, that a 6 c, b 6 c.

Definition 7. The family of structures {ℜi}i∈I and embedding fi,k :
ℜi → ℜk, i, k ∈ I, i 6 k, satisfying the following requirements:

1) I be a directed to the right partially ordered set;
2) for arbitrary indices i, k ∈ I, i 6 k, there exist emmbedings fi,k :

ℜi → ℜk, where fi,i be identity isomorphism;
3) if i, j, k ∈ I and i 6 j 6 k, then fi,j · fj,k = fi,k,

is called an inductive family Σ of relational structures over a set of
indices I.
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Every inductive family of relational structures

Σ = 〈ℜi, fi,k〉i,k∈I

defines the limit structure which is called inductive limit of family Σ and
is denoted by the symbol

ℜ(Σ) = lim
−−→
i

(ℜi, fi,k), i, k ∈ I. (7)

Elements of the structure (7) are the so-called strings, the relation Φkα
α

extends to their by the standard way ([13], pp. 151–156).

We will apply the construction of an inductive limit in a special case
when the index set I be the set of positive integers with the natural
order. In this case, the inductive family is the sequence ℜ1, ℜ2, . . ., and
morphisms fi,k will be defined as compositions of morphisms fi = fi,i+1

(i, k ∈ N). Moreover, sequences of the type u = akak+1 . . . (k ∈ N) are
strings, if the following conditions hold:

(i) ai ∈ Ai (i > k);
(ii) fi(ai) = ai+1 (i > k);
(iii) there is no an element ak−1 ∈ Ak−1, for which fk−1(ak−1) = ak.

Let (ui = a
(i)
li
a

(i)
li+1 . . . , 1 6 i 6 kα), and let Φkα

α be a relation from the
signature of relational structures ℜi, i ∈ N. From the definition follows
that the tuple of strings (u1, u2, . . . , ukα) is in the relation Φkα

α if and

only if for l > max{l1, l2, . . . , lkα} the tuples (a
(1)
l , a

(2)
l , . . . , a

(kα)
l ) is in

this relation. Let the subset ℜ(k) of the support of the structure ℜ(Σ),
be the set of all strings that was began with the elements from Al, l 6 k.
Then subset ℜ(k) determines a substructure of the structure ℜ(Σ), and
the equality

ℜ(Σ) =
∞⋃

k=1

ℜ(k)

takes place.

4. Construction of “lattice completion”

Let ℜ = 〈A, {Φkα
α }α∈I〉 be relational structures with the signature

(kα)α∈I . Suppose that for every natural number n the structure ℜ has
the only one its own substructure ℜ(n), moreover for the family of sub-
structures 〈ℜ(n), n ∈ N〉 following conditions hold:

(A) if n1 6= n2, then ℜ(n1) 6= ℜ(n2);
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(B) the inclusion ℜ(n1) ⊆ ℜ(n2) is satisfied if and only if, when n1|n2;
It follows from properties (A), (B) that family of substructures ℜ(n),

n ∈ N, forms a lattice under the inclusion. A correspondence n ↔ ℜ(n),
n ∈ N, is an isomorphism between this lattice and lattice (N, |) of natural
numbers.

Using the family ℜ(n), n ∈ N of substructures we define a new family
from ℜ as follows. Let χ = 〈n1, n2, . . .〉 ∈ DS be an arbitrary divisible
sequence of natural number. Construct now by sequence χ a growing
chain of substructures of structure ℜ of the form

ℜ(n1) ⊆ ℜ(n2) ⊆ · · · .

If sequence χ is bounded, then

ℜ(χ) =
∞⋃

i=1

ℜ(ni)

coincides with one of substructures ℜ(nk), k ∈ N. Therefore it suffices to
consider only divisible unbounded sequences. Suppose that for any χ as
unbounded divisible sequences the family of substructures ℜ(χ) satisfies
the following conditions:
(C) union ℜ(χ) is its own substructure of structure ℜ;
(D) ℜ(χ) does not coincide with any substructures ℜ(n), n ∈ N.

Definition 8. The family of substructures ℜ(χ), χ ∈ DS, of structure
ℜ will be called the lattice completion of lattice ℜ(n), n ∈ N.

Since DS contains arbitrary bounded divisible sequences, the family
ℜ(χ), χ ∈ DS, contains sublattice ℜ(n), n ∈ N.

Theorem 1. Suppose, that the family of substructures ℜ(n), n ∈ N, of
relational structure ℜ satisfies properties (A)–(D). Then

(i) substructures ℜ(χ1) and ℜ(χ2), χ1, χ2 ∈ DS, coincide if and only
if charχ1 = charχ2;

(ii) the family of substructures ℜ(χ), χ ∈ DS, forms a lattice under the
inclusion, which is isomorphic to Steinitz’s lattice.

Proof. (i) Suppose ℜ(χ1) and ℜ(χ2) are determined by divisible sequences

of natural numbers χ1 = 〈n(1)
i 〉i∈N, χ2 = 〈n(2)

i 〉i∈N. If ℜ(χ1) = ℜ(χ2),
then ℜ(χ1) ⊆ ℜ(χ2) and ℜ(χ2) ⊆ ℜ(χ1). The inclusion ℜ(χ1) ⊆ ℜ(χ2)
holds if and only if for any natural i there exists a number j, such

that ℜ(n
(1)
i ) ⊆ ℜ(n

(2)
j ). According to the property (B) it means that
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n
(1)
i |n(2)

j , that is the sequence χ1 is a divisor of the sequence χ2. On
the other hand, the inclusion ℜ(χ2) ⊆ ℜ(χ1) means that for any j ∈ N
substructures ℜ(n

(2)
j ) is contained into some substructures ℜ(n

(1)
i ), namely

for an arbitrary j ∈ N there exists such i ∈ N, that n
(2)
j |n(1)

i . This means
that the relation χ2|χ1 holds. Thus, sequences χ2 and χ1 are exactly
divisible. So, charχ1 = charχ2 by lemma 5.

Now suppose charχ1 = charχ2. Then sequences χ1 and χ2 are exactly
divisible, that is χ1|χ2 and χ2|χ1. As properties (A) and (B) hold for
the family ℜ(n), n ∈ N, using the considerations similar to above we
obtain that ℜ(χ1) ⊆ ℜ(χ2) and ℜ(χ2) ⊆ ℜ(χ1). In other words, these
substructures coincide.

(ii) Let DS(0) be a set of fixed representatives of each class of exactly
divisible sequences from DS. Then

{ℜ(χ) | χ ∈ DS} = {ℜ(χ) | χ ∈ DS(0)}.

We shall show, that the family of substructures on the right side of this
equality satisfies the condition (ii) of this theorem. Then the subset
of DS(0) is determined by classes of exactly divisible sequences on DS.
Hence, the mapping λ : SN → DS(0), such that λ(u) = χ iff charχ = u,
is a bijective by using lemma 5. So, properties (C), (D) of the family ℜ(χ),
χ ∈ DS, imply that a mapping λ̄ : DS(0) → {ℜ(χ) | χ ∈ DS} defined by

λ̄(χ) =
⋃

n∈χ

ℜ(n) = ℜ(χ), χ ∈ DS(0),

is a bijective too. Thus the mapping µ = λ · λ̄ : SN → {ℜ(χ) | χ ∈ DS(0)}
will also be a bijective. So that the image of arbitrary supernatural
number will be own substructure of the structure ℜ. It is also clear that
µ(1) = ℜ(1), µ(I) = ∪n∈χℜ(n), where χ be such divisible sequence, that
charχ = I. It remains to show that the mapping µ is consistent with the
lattice operations ∨ and ∧. To this end, we are going to check that µ is
consistent with the divisibility | on the set SN and the inclusion of ⊆ on
substructures {ℜ(χ) | χ ∈ DS(0)}. Indeed, let the condition u1|u2 hold
for supernatural numbers u1, u2. Then λ(u1)|λ(u2). It follows from (i)
that λ̄(λ(u1)) ⊆ λ̄(λ(u2)). So (λ · λ̄)(u1) ⊆ (λ · λ̄)(u2). The theorem is
proved.

Theorem 1 can be reformulated in terms of inductive limits as follows.
Let ℜ(n), n ∈ N be a family of structures. This family satisfies the
condition (A). There is an embedding ϕn1,n2 of the structure ℜ(n1) into
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the structure ℜ(n2) for arbitrary n1, n2 ∈ N, such that n1|n2. Assume
that for monomorphisms ϕn1,n2 following standard requirements:

(a) ϕn,n = Id for any n ∈ N;
(b) ϕn1,n3 = ϕn1,n2 ·ϕn2,n3 for arbitrary n1, n2, n3 ∈ N such, that n1|n2

and n2|n3;
hold.

Then we have the direct spectrum 〈ℜ(n), ϕn,m〉n,m∈N of relational
structures, and let ℜ be a limit of this spectrum. For arbitrary sequence
χ = 〈ni〉i∈N it can be considered a direct spectrum 〈ℜ(ni), ϕni,ni+1〉i∈N

and its direct limit ℜ(χ). This structure can considered as a substructure
of structure ℜ in an obvious way.

Theorem 2. 1) Direct limits, defined by divisible sequences χ1 and χ2,
coincide as substructures of ℜ if and only if charχ1 = charχ2.

2) All boundary structures considered as substructures of ℜ and defined
by divisible sequences form a lattice with respect to inclusion. This
lattice is isomorphic to the Steinitz’s lattice.

We shall show examples, described how such construction works in
two different situations: for an universal algebras and metric spaces.

5. Groups and semigroups of periodically defined trans-
formations of natural numbers

Let PTn be a semigroup of all partial defined transformations of
set the {1, 2, . . . , n}, let PT (N) be a semigroup of all partial defined
transformations of the set of natural numbers N.

Definition 9. A transformation π̂ ∈ PT (N) is called periodically defined
expansion of the transformation π ∈ PTn on the set N, if its act on natural
numbers is defined by the following table

(
1 2 . . . n n+ 1 n+ 2 . . . 2n . . . . . .
1π 2π . . . nπ n+ 1π n+ 2π . . . n+ nπ . . . . . .

)
.

A transformation α ∈ PT (N) is called periodically defined with the period
of definition n, if there is a transformation π ∈ PTn such, that α = π̂.

Every periodically defined transformation has infinitely many of dif-
ferent periods that are multiples of the minimal period. Let Tn, ISn, Sn
be, respectively, the complete semigroup of everywhere defined transfor-
mations of the set {1, 2, . . . , n}, the complete inverse semigroup of partial
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permutations and the complete symmetric group over this set. Thus
let T (N), IS(N), S(N) denote these semigroups over the set of natural
numbers.

Lemma 6. For an arbitrary n ∈ N the mapping ϕn : π → π̂, π ∈ PTn,
is a homomorphic emmbeding of the semigroup PTn into PT (N) and
its restrictions on Tn, ISn, Sn, respectively, is an emmbeding into T (N),
IS(N) and S(N).

Proof. The injection of the mapping ϕn follows directly from its definition
and its consistency with the operation of the multiplication of permuta-
tions is obvious. Moreover, for any partial permutation π ∈ ISn and its
inverse permutation π∗ we have ϕn(π∗) = π̂∗ = π̂∗. In particular, for any
everywhere defined permutation π ∈ Sn we shall get ϕn(π−1) = π̂−1. So,
ϕn will be a monomorphism ISn into IS(N) and Sn into S(N).

We will denote by the symbol Gn one of semigroups PTn, Tn, ISn, Sn,
n ∈ N, and will denote by the symbol G one of the corresponding semi-
groups PT (N), T (N), IS(N) or S(N). Thus, all formulated statements
will take place simultaneously for all four series of semigroups.

Let Ĝn be the image ϕn(Gn) of the semigroup Gn. Then Ĝn be a
subsemigroup in G, which is isomorphic to Gn. A family of semigroups
Ĝn, n ∈ N, in G is partially ordered by the inclusion. The main property
of this partially ordered set will be given in following lemma.

Lemma 7. A partially ordered set ({Ĝn, n ∈ N},⊆) is a lattice, which
is isomorphic to the lattice of positive integers with a relation of the
divisibility.

Proof. We shall verify that the correspondence n ↔ Ĝn, n ∈ N, will
be an isomorphism of partially ordered sets (N, |) and ({Ĝn, n ∈ N},⊆).
This correspondence is bijective, hence it is enough to show that for any
m,n ∈ N the condition m|n holds if and only if Ĝm ⊆ Ĝn. Let m|n and
n = km. So that the permutation π̂(k) given by the equality

π̂(k) =

(
1 2 . . . m . . . (k − 1)m+ 1 . . . km
1π 2π . . . mπ . . . (k − 1)m+ 1π . . . (k − 1)m+mπ

)

contains into Gn, and the equality holds:

ϕm(π) = ϕ(π̂(k)) = π̂.

So, for any transformation α ∈ Ĝ such, that α ∈ Ĝm, we obtain α ∈ Ĝn.
Hence, Ĝm ⊆ Ĝn.
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On the other hand, let Ĝm ⊆ Ĝn. In semigroup Ĝm there are permu-
tations with the minimal period of a definition m. Any such permutation
has the period of a definition n because it belongs to Ĝn. It follows that
m|n.

Since the conditions (A)–(B) from section 4 for the family {Gn, n ∈ N}
hold, then it is possible to apply the construction of lattice completion.
Namely, we introduce G(χ) by setting

G(χ) =
∞⋃

i=1

Ĝni

for an arbitrary sequence χ = 〈n1, n2, . . .〉 ∈ DS. Hence, for so determined
subsemigroups of the semigroup G the conditions (C) and (D) from
section 4 hold. This allows us to get the following result.

Theorem 3. The family of subsemigroups G(χ), χ ∈ DS, forms a lattice
regarding to an inclusion in the semigroup G, which is a Steinitz’s lattice.
Different elements of this lattice are pairwise non-isomorphic semigroups.

Proof. The first part of the statement is a direct consequence of Theorem 1.
So, we have to show its second part. Let first G = S(N) be the group of
permutations on the set N, and let G(u) = S(u) be the corresponding
group of periodically defined permutations (u ∈ SN). Due to [6] groups
G(u1) and G(u2) for u1, u2 ∈ SN, u1 6= u2, are non-isomorphic, because
one of them contains a permutation a centralizator that can be non
isomorphic to a centralizator of any permutation from another group.
Suppose now that G(u) is a subsemigroup of such periodically defined
permutations from G, that minimum periods are divisors of a supernatural
number u. Then the group G(u) of inverse elements coincides with S(u).
Hence, for u1 6= u2 semigroups G(u1) and G(u2) are non-isomorphic
because of groups of their inverse elements are non-isomorphic too.

The semigroup G(u), u ∈ SN, can be defined as a limit of the direct
spectrum of semigroups with so-called diagonal emmbeding. According to
[14] the emmbeding of the transitive transformations group (G,X) into the
transformations group (H,Y ) is called a diagonal emmbeding if orbits of
G onto the set Y either are trivial (consist of one point), or have the same
orbit cardinality |X|. Note, that the act G on such orbit is isomorphic to
the permutation group (G,X). A diagonal emmbeding of a group (G,X)
into a permutation group (H,Y ) is called a strictly diagonal emmbeding,
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if there are no trivial orbits of group G onto Y . In this case, with some
k ∈ N we have |Y | = k|X|. Note that strictly diagonal emmbeding can
be defined for arbitrary, not necessarily transitive permutations groups.
So, its can be defined for transformations semigroups too.

Definition 10. An emmbeding of a transformation semigroup (V,X)
into a transformation semigroup (W,Y ) will be called (strictly) diagonal
emmbeding, if there is a partition of Y onto subsets of the capacity |X|,
which are invariant under the action of the image of V . Moreover, the
action of the image of V onto each of these subsets is isomorphic as a
semigroup of transformations to semigroup (V,X).

As before, let Gn ∈ {PTn, Tn, ISn, Sn}.

Lemma 8. Let the mapping δk : Gn → Gnk is defined by equality

δk(π) = π̂(k),

for any permutation π ∈ Gn. Then δk is an isomorphic emmbeding of the
semigroup Gn into the semigroup Gnk.

A proof is done by a direct check as at lemma 6.
For an arbitrary divisible sequence χ = 〈n1, n2, . . .〉 ∈ SN,ni+1/ni = ki

(i = 1, 2, . . .) we define a direct spectrum of semigroups

Gni
−→δk1 Gn2 −→δk2 Gn3 −→ · · · .

So, we also have to consider the limit semigroup of the spectrum

G[χ] = lim
→i

(Gni
, δki

).

Theorem 4. For any supernatural number χ ∈ SN semigroups G[χ] and
G(χ) are isomorphic as semigroups of transformations.

Proof. An isomorphism of semigroups is constructed in the standard way,
and the set of an action of G[χ] is naturally identified with N. Finally, we
note that our semigroups act equally on the set N.

6. Steinitz’s lattice of subspaces in Besicovitch’s space

A normalized Hamming metric on the set Hn of (0, 1)-sequences of a
length n is called a metric dH , defined by the following equality

dH(x, y) =
1

n

n∑

i=1

|xi − yi|, x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Hn. (8)
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So, let now {0, 1}N be a set of infinite (0, 1)-sequences. We will represent
the distance function d̂B by the rule

d̂B(x, y) = lim
n→∞

sup dH((x1, . . . , xn), (y1, . . . , yn)), (9)

x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ {0, 1}n.
Since (8) is a metric, it is easy to verify that the function d̂B, defined
by (9), is a pseudometric, i.e., it differs from a metric so that there are
infinite sequences with the distance between them equals to 0. The binary
relation

x ∼B y ⇔ d̂B(x, y) = 0

is an equivalence on {0, 1}N. Define

XB = {0, 1}N/∼B
.

The function d̂B is consistent with the equivalence ∼B. Hence, it deter-
mines a function dB on XB as follows:

dB([x], [y]) = d̂B(x, y), (10)

where [x], [y] are equivalence classes of ∼B, and x ∈ [x], y ∈ [y] are
arbitrary representatives of these classes. Defined by the equality (10) the
function dB is a metric. So, a metric space (XB, dB) is called Besicovitch’s
space (see [15]).

For any natural number n normalized Hamming space Hn is isometric
embedded into Besicovitch’s space XB.

Lemma 9. The mapping hn : Hn → XB, defined by setting

hn((x1, . . . , xn)) = [(x1, . . . , xn, x1, . . . , xn, . . .)], (x1, . . . , xn) ∈ Hn,

is an isometric emmbeding.

Proof. By the definition the distance (10) between classes of the equiva-
lence ∼B, which defined by periodic sequences

x = x1, . . . , xn, x1, . . . , xn, . . . and y = y1, . . . , yn, y1, . . . , yn, . . . ,

is equal to
1

n
dH((x1, . . . , xn), (y1, . . . , yn)).
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Denote by H̃n the image of Hamming space Hn for the mapping hn.

Lemma 10. The inclusion H̃n ⊆ H̃m (n,m ∈ N) holds if and only if
then n|m.

Proof. It is obvious.

So that, Besicovitch’s space XB contains the family of subspaces H̃n,
n ∈ N. It is easy to see, that for this family conditions (A) − (D) of the
lattice completion hold. It follows from Theorem 1, that the space XB

contains a family of subspaces H̃u, u ∈ SN, indexing by supernatural
numbers. Note, that the subspace H̃u consists of all possible periodic
(0, 1)-sequences, such that lengthes of their minimum periods are divisors
of a supernatural number u. By properties of the general construction we
obtain the following

Theorem 5. A family of subspaces H̃u, u ∈ SN, of the space XB forms a
lattice over the inclusion which is isomorphic to the lattice of supernatural
numbers. If u1 6= u2, then subspaces H̃u1 and H̃u2 are not isometric.

Proof. The first part of the assertion follows from Theorem 1. The proof
of the third part given in the article [16].

By the Theorem 1 each of spaces H̃u, u ∈ SN \ N, is isometric to
inductive limit of the sequence of finite Hamming spaces Hm1 , Hm2 ,
. . ., where χ = 〈m1,m2, . . .〉 is such divisible sequence that charχ = u.
Monomorphisms are the diagonal emmbedings fi : Hmi

→ Hmi+1 , defined
by following equalities

fi((x1, . . . , xmi
)) = (x1, . . . , xmi

, . . . , x1, . . . , xmi︸ ︷︷ ︸
kimi

), (x1, . . . , xmi
) ∈ Hmi

,

(11)
where ki = mi+1/mi, i = 1, 2, . . .. Note, that a construction of limit cube,
that is built as inductive limit of the sequence of Hamming spaces H2i of
the dimension 2i with emmbedings of following doubling coordinates:

δi((x1, . . . , x2i)) = (x1, x1, x2, x2, . . . , x2i , x2i), i = 1, 2, . . . ,

is considered in [17]. So that, it is easy to understand that the limit space
of such direct spectrum is isometric to the space H̃2∞ with emmbedings
of the type (11). Note, that in [18] was considered continuum family
of subspaces of the Besicovitch space on some alphabet B, naturally
parametrized by supernatural numbers. Every subspace is defined as
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a diagonal limit of finite Hamming spaces on the alphabet B. So, our
construction is more general.

Other generalizations of this construction are proposed in [19], and a
generalization of construction of lattice completion for linear groups is
considered in the article [14].

References

[1] E. Steinitz, Algebraische Theorie der Korper, J. reine angew. Math., Vol. 137, 1910,
pp. 167-309 / Reprinted: Algebraische Theorie der Korper, New York: Chelsea
Publ, 1950.

[2] Joel V. Brawley, George E. Schnibben, Infinite algebraic extensions of finite fields,
Cotemporary Math., Vol. 95, Amer. Math. Soc., Providence, Rhode Island, 1989.

[3] J. G. Glimm, On a certain class of operator algebras, Trans. Amer. Math. Soc.,
Vol. 95, N. 2, 1960, pp. 318–340.

[4] S.C. Power, Limit algebras: an introduction to subalgebras of C∗–algebras, Harlow,
Essex: Longman Scientific and Technical. New York: Wiley, 1993.

[5] N.V. Kroshko, V.I. Sushchanskij, Homogeneous symmetric groups, Dopov. Akad.
Nauk Ukr., N.12, 1993, pp. 9-13, (Ukrainian).

[6] N. Kroshko, V. Sushchansky, Direct limits of symmetric and alternating groups
with strictly diagonal embeddings Arch. Math. (Basel), Vol. 71, 1998, pp. 173–182.

[7] E.E. Goryachko, The K0-functor and characters of the group of rational rearrange-
ments, (English. Russian original) J. Math. Sci., N.158(6), 2009, pp. 838-844.

[8] E.E. Goryachko, F.V. Petrov, Indecomposable characters of the group of rational
rearrangements of the segment, (English. Russian original) J. Math. Sci., New
York, Vol. 174, 2011, pp. 7–14.

[9] A. Bier, V.I. Sushchanskyy, Dense subgroups in the group of interval exchange
transformations, Algebra and Discrete Math., Vol. 17, N. 2, 2014, pp. 232–247.

[10] V.I. Sushchanskij, The lattice of supernatural numbers as a subalgebra lattice in
universal algebras, Dopov. Akad. Nauk Ukr., N.11, 1997, pp. 42–45, (Ukrainian).

[11] V.I. Sushchansky, V. S. Sikora, Operations on permutation groups. The theory
and application. Chernivtsi, Ruta, 2003, (Ukrainian).

[12] Peter J. Cameron, Oligomorphic Permutation Groups, London Math. Soc. Lecture
Notes, Vol. 152, Cambridge Univ. Press, 1990.

[13] N. Bourbaki, Set theory, Moskva, Mir, 1965 (Russian).

[14] A. E. Zalesskii, Group rings of inductive limits of alternating groups, Leningrad
Mathematical Journal, Vol. 2, N. 6, 1991, pp. 1287–1303.

[15] F. Blanchard, E. Formenti, P. Kurka, Cellular Automata in the Cantor, Besicovitch
and Weyl Topological Spaces, Complex Systems, Vol. 11, N. 2, 1997, pp. 107–123.

[16] B. V. Oliynyk, V. I. Sushchanskii The isometry groups of Hamming spaces of
periodic sequences, Siberian Mathematical Journal, Vol. 54, N. 1, 2013, pp. 124–136.

[17] P. J. Cameron, S. Tarzi, Limits of cubes, Topology and its Applications, Vol. 155,
N. 14, 2008, pp. 1454–1461.



O. Bezushchak, B. Oliynyk, V. Sushchansky 201

[18] B. Oliynyk, The diagonal limits of Hamming spaces, Algebra and Discrete
Math.,Vol. 15, N. 2, 2013, pp. 229–236.

[19] O. O. Bezushchak, V. I. Sushchansky, Groups of periodically defined linear transfor-
mations of an infinite-dimensional vector space, Ukrainian Mathematical Journal,
Vol. 67, N. 10, 2016, pp. 1457–1468.

Contact information

O. Bezushchak Department of Mechanics and Mathematics
Kyiv National Taras Shevchenko University
Volodymyrska, 64, Kyiv 01033, Ukraine
E-Mail(s): bezusch@univ.kiev.ua

B. Oliynyk Department of Mathematics, National Univer-
sity of Kyiv-Mohyla Academy, Skovorody St. 2,
Kyiv, 04655, Ukraine
E-Mail(s): oliynyk@ukma.edu.ua

V. Sushchansky Institute of Mathematics Silesian University of
Technology ul. Kaszubska 23, 44-100 Gliwice,
Poland
E-Mail(s): Vitaliy.Sushchanskyy@polsl.pl

Received by the editors: 11.05.2016.



Algebra and Discrete Mathematics RESEARCH ARTICLE
Volume 21 (2016). Number 2, pp. 202–213

© Journal “Algebra and Discrete Mathematics”

Generalization of primal superideals
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Abstract. Let R be a commutative super-ring with unity
1 6= 0. A proper superideal ofR is a superideal I ofR such that I 6= R.
Let φ : I(R) → I(R)∪{∅} be any function, where I(R) denotes the
set of all proper superideals of R. A homogeneous element a ∈ R
is φ-prime to I if ra ∈ I − φ(I) where r is a homogeneous element
in R, then r ∈ I. We denote by νφ(I) the set of all homogeneous
elements in R that are not φ-prime to I. We define I to be φ-primal
if the set

P =

{
[(νφ(I))0 + (νφ(I))1 ∪ {0}] + φ(I) : if φ 6= φ∅

(νφ(I))0 + (νφ(I))1 : if φ = φ∅

forms a superideal of R. For example if we take φ∅(I) = ∅ (resp.
φ0(I) = 0), a φ-primal superideal is a primal superideal (resp., a
weakly primal superideal). In this paper we study several general-
izations of primal superideals of R and their properties.

1. Introduction

A supercase on a ring is a Z2-grading on that ring. In general the
grading on a ring, or a module, usually leads computation by allowing one
to focus on the homogeneous elements, which are simpler and easier than
random elements. However, to do this work you need to know that the
constructions being studied are graded. One approach to this issue is to

2010 MSC: 13A02, 16D25, 16W50.
Key words and phrases: primal superideal, φ-P -primal superideal, φ-prime

superideal.



A. Jaber 203

redefine the constructions entirely in terms of graded modules and avoid
any consideration of non-graded modules or non-homogeneous elements.
Unfortunately, while such an approach helps to understand the graded
modules, it will only help to understand the original construction, where
the graded version of the concept coincide with original one. Therefore,
notably, the studying of the graded rings (or modules) is very important.

Because of the importance of the grading, the author made many
researches in different subjects in mathematics in super-rings and graded
rings few years ago. For example in [1,2,4], the author studied existence of
superinvolutions and pseudo superinvolutions of kinds one and two, also
in [3, 5] he studied Division Z3-Algebra, and primitive Z3-algebra with
Z3-involution. Moreover, in [7] he studied ∆-supergraded submodules and
in [6] he studied product of graded submodules. Finally, in [8] the author
studied weakly primal graded superideals.

A few years ago Y. A. Bahturin and A. Giambruno in [12] studied
Group Gradings on associative algebras with involution.

Let R be any ring with unity, then R is called a super-ring if R is
a Z2-graded ring such that if a, b ∈ Z2 then RaRb ⊆ Ra+b where the
subscripts are taken modulo 2. Let h(R) = R0 ∪R1. Then h(R) is the set
of homogeneous elements in R and 1 ∈ R0.

Throughout, R will be a commutative super-ring with unity. By a
proper superideal of R we mean a superideal I of R such that I 6= R. We
will denote the set of all proper superideals of R by I(R). If I and J are
in I(R), then the superideal {r ∈ R : rJ ⊆ I} is denoted by (I : J). Let
φ : I(R) → I(R) ∪ {∅} be any function and let I ∈ I(R) , we say that I
is a φ-prime if whenever x, y ∈ h(R) with xy ∈ I − φ(I), then x ∈ I or
y ∈ I. Since I − φ(I) = I − (φ(I) ∩ I), there is no loss of generality to
assume that φ(I) ⊆ I for every proper superideal I of R.

Given two functions ψ1, ψ2 : I(R) → I(R) ∪ {∅}, we define ψ1 6 ψ2

if ψ1(I) ⊆ ψ2(I) for each I ∈ I(R).
Let φ : I(R) → I(R) ∪ {∅} be any function, then an element a ∈ h(R)

is φ-prime to I, if whenever ra ∈ I − φ(I), where r ∈ h(R), then r ∈ I.
That is a ∈ h(R) is φ-prime to I, if

h((I : a)) − h((φ(I) : a)) ⊆ h(I).

Let νφ(I) be the set of all homogeneous elements in R that are not φ-prime
to I. We define I to be φ-primal if the set

P =

{
[(νφ(I))0 + (νφ(I))1 ∪ {0}] + φ(I) : if φ 6= φ∅

(νφ(I))0 + (νφ(I))1 : if φ = φ∅
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forms a superideal in R. In this case we say that I is a φ-P -primal
superideal of R, and P is the adjoint superideal of I.

In the next example we give some famous functions φ : I(R) →
I(R) ∪ {∅} and their corresponding φ-primal superideals.

Example 1.1.

• φ∅, φ∅(I) = ∅∀I ∈ I(R) — primal superideal.
• φ0, φ0(I) = {0}∀I ∈ I(R) — weakly primal superideal.
• φ2, φ2(I) = I2∀I ∈ I(R) — almost primal superideal.
• φn, φn(I) = In∀I ∈ I(R) — n-almost primal superideal.
• φω, φω(I) = ∩∞

n=1I
n∀I ∈ I(R) — ω-primal superideal.

Observe that φ∅ 6 φ0 6 φω 6 · · · 6 φn+1 6 φn 6 · · · 6 φ2.

For the nongraded case one can easily check that if I is a φ-P -primal
ideal of R, with φ 6= φ∅, then P = (νφ(I) ∪ {0}) + φ(I) if and only if
P = νφ(I) ∪ φ(I). But if φ = φ∅ then P = νφ(I).

Y. Darani in [13] defined that for a commutative ring R with unity
and for a function φ : I(R) → I(R) ∪ {∅} a proper ideal I of R is a
φ-P-primal ideal of R if P = φ(I) ∪ νφ(I) is an ideal in R, where νφ(I) is
the set of all elements in R that are not φ-prime to I.

By comparing the two definitions (in the trivial case and in the
supercase), we can see that the definition of φ-primal superideals is a
generalization of the definition of the φ-primal ideals to the supercase.

In section 2, we give some examples and properties of φ-primal su-
perideals of R. Also, we prove that if R is φ-torsion free super-ring, then
every φ-primary superideal of R is φ-primal and hence if R is torsion free
super-ring then every weakly primary (i.e., φ0-primary) superideal of R
is weakly primal.

In section 3, we introduce some conditions under which φ-primal
superideals are primal.

2. φ-Primal superideals

Let R be a commutative super-ring with unity 1 6= 0 ∈ R0. Let
φ : I(R) → I(R) ∪ {∅} be any function and let I be a proper superideal
of R. Suppose that νφ(I) is the set of all homogeneous elements in R that
are not φ-prime to I, we recall that I is a φ-primal superideal of R if the
set

P =

{
[(νφ(I))0 + (νφ(I))1 ∪ {0}] + φ(I) : if φ 6= φ∅

(νφ(I))0 + (νφ(I))1 : if φ = φ∅
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forms a superideal in R. In this case P is called the adjoint superideal
of I.

In the next examples we show that the concepts "primal superideals"
and "φ-primal superideals" are different.

Example 2.1. Let R = Z24 + uZ24, where u2 = 0, be a commutative
super-ring and assume that φ = φ0. Let I = 8Z24 + uZ24.

(1) Since 0 6= 2̄ · 4̄ ∈ I with 2̄, 4̄ 6∈ I, then we get that 2̄ and 4̄ are not
φ-prime to I. Easy computations imply that 2̄ + 4̄ = 6̄ is φ-prime to I.
Thus we obtain that I is not a φ-primal superideal of R.

(2) Set P = 2Z24 + uZ24. We show that I is a primal superideal
of R. It is easy to check that every element of h(P ) is not prime to I.
Conversely, assume that ā ∈ h(R)−h(P ), then ā ∈ Z24 with gcd(a, 8) = 1.
If ā · n̄ ∈ I for some n̄ ∈ Z24, then 8 divides n; hence n̄ ∈ I. Therefore,
h(P ) is exactly the set of elements in h(R) which are not prime to I.
Thus I is a primal superideal of R.

Example 2.2. Let φ = φ0, and let T (R) be the collection of all ho-
mogeneous zero divisors of R. If R is not a superdomain such that
Z(R) = T0(R)+T1(R) is not a superideal of R, then the trivial superideal
of R is a φ-primal superideal which is not primal.

According to Examples 2.1 and 2.2 a primal superideal of R need
not to be φ-primal and a φ-primal superideal of R need not to be primal.

In the next lemma we show that if I is a φ-primal superideal in R,
then I ⊆ P . The same result for the non graded case has been proved
in [13].

Lemma 2.3. Let I be a superideal of R, and let φ : I(R) → I(R)∪{∅} be
any function. Suppose that I is φ-primal superideal of R with the adjoint
superideal P . Then

(1) I ⊆ P .
(2) h(P ) = h(φ(I)) ∪ νφ(I).

Proof. (1) Let r be any homogeneous element in I, if r ∈ φ(I), then r ∈ P .
If r ∈ h(I) − h(φ(I)), then 1.r ∈ I − φ(I) with 1 6∈ I, hence r ∈ P . Thus,
I ⊆ P .

(2) It is trivial that νφ(I) ⊆ h(P ) − h(φ(I)). For the reverse inclusion,
let x ∈ h(P ) − h(φ(I)) then x = xα + yα, where xα 6= 0 ∈ νφ(I) and
yα ∈ (φ(I))α, for some α in Z2. Since xα 6= 0 ∈ νφ(I), there exists
r ∈ h(R) − h(I) with rxα ∈ I − φ(I). Thus, rx = rxα + ryα ∈ I − φ(I)
since ryα ∈ φ(I). Hence x ∈ νφ(I).
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Proposition 2.4. Let I, P be proper superideals of R. Then the following
statements are equivalent.

(1) I is a φ-primal superideal of R with the adjoint superideal P .
(2) For x ∈ h(R) with x 6∈ h(P ) −h(φ(I)) we have h((I : x)) = h(I) ∪

h((φ(I) : x)). If x ∈ h(P ) −h(φ(I)) then h((I : x)) % h(I) ∪h((φ(I) : x)).

Proof. (1) ⇒ (2) If x ∈ h(P ) − h(φ(I)), then x ∈ νφ(I), so there exists
r ∈ h(R) − h(I) with rx ∈ I − φ(I). Thus r ∈ h((I : x)) and r 6∈ h(I) ∪
h((φ(I) : x)). Since it is easy to see that h((I : x)) ⊇ h(I) ∪ h((φ(I) : x)),
we have that h((I : x)) % h(I) ∪ h((φ(I) : x)).

Now let x 6∈ h(P ) − h(φ(I)), where x ∈ h(R), then x 6∈ νφ(I) hence x
is φ-prime to I. Let r ∈ h((I : x)), if rx 6∈ φ(I) then r ∈ h(I). If rx ∈ φ(I)
then r ∈ h((φ(I) : x)). Hence

h((I : x)) ⊆ h(I) ∪ h((φ(I) : x)) ⊆ h((I : x)).

(2) ⇒ (1) From part (2) we have h(P ) − h(φ(I)) = νφ(I). Thus I is a
φ-primal superideal of R.

Theorem 2.5. If I is a φ-primal superideal of R, then

P =

{
[(νφ(I))0 + (νφ(I))1 ∪ {0}] + φ(I) : if φ 6= φ∅

(νφ(I))0 + (νφ(I))1 : if φ = φ∅

is a φ-prime superideal of R.

Proof. Suppose that a, b ∈ h(R) − h(P ) we show that ab ∈ φ(P ) or
ab 6∈ P . Assume that ab 6∈ φ(P ), then ab 6∈ φ(I), since φ(I) ⊆ φ(P ).
Let rab ∈ I − φ(I) for some r ∈ h(R). Then by Proposition 2.4, we
have ra ∈ h((I : b)) = h(I) ∪ h((φ(I) : b)), but ra 6∈ (φ(I) : b); hence
ra ∈ h(I). Moreover ra 6∈ h(φ(I)), for if ra ∈ h(φ(I)), then rab ∈ h(φ(I)),
which is a contradiction. Therefore, ra ∈ h(I) − h(φ(I)) and again by
Proposition 2.4, r ∈ h((I : a)) = h(I) ∪ h((φ(I) : a)). Since ra 6∈ φ(I),
we have r 6∈ h((φ(I) : a)), so r ∈ h(I). Hence ab is φ-prime to I which
implies that ab 6∈ P .

Remark 2.6. Let I is a φ-primal superideal of R then by Theorem 2.5,

P =

{
[(νφ(I))0 + (νφ(I))1 ∪ {0}] + φ(I) : if φ 6= φ∅

(νφ(I))0 + (νφ(I))1 : if φ = φ∅

is a φ-prime superideal of R. In this case P is called the φ-prime adjoint
superideal (simply adjoint superideal) of I, and I is called a φ-P -primal
superideal of R.
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The next result shows that every φ-prime superideal of R is φ-primal.

Theorem 2.7. Every φ-prime superideal of R is φ-primal.

Proof. Let P be a φ-prime superideal ofR, we show that P is a φ-P -primal
superideal of R. Thus we must prove that

P =

{
[(νφ(P ))0 + (νφ(P ))1 ∪ {0}] + φ(P ) : if φ 6= φ∅

(νφ(P ))0 + (νφ(P ))1 : if φ = φ∅

Case 1. Suppose that P 6= φ(P ). We show that h(P ) − h(φ(P )) = νφ(P ).
Let a ∈ h(P ) − h(φ(P )). Then a.1 ∈ P − φ(P ) with 1 6∈ P , so a ∈ νφ(P ).
On the other hand let a 6∈ h(P )−h(φ(P )). If a ∈ h(φ(P )), then ra ∈ φ(P )
for all r ∈ h(R), so a is φ-prime to P and hence a 6∈ νφ(P ). If a 6∈ h(φ(P )),
then a 6∈ P , so for any rα ∈ Rα with rαa ∈ P − φ(P ) we have rα ∈ Pα,
since P is φ-prime. Thus a is φ-prime to P , hence a 6∈ νφ(P ). Therefore,
h(P ) − h(φ(P )) = νφ(P ) which implies that P is a φ-P -primal superideal
of R.

Case 2. Suppose that P = φ(P ) then it is easy to check that νφ(P ) = ∅,
hence P is a φ-P -primal superideal of R.

In the next example we introduce a φ-P -primal superideal I of R such
that I itself is not φ-prime.

Example 2.8. Let φ = φ0 and let R = Z8 + uZ8 where u2 = 0. Then R
is a commutative super-ring with unity. If I = 4Z8 + uZ8, then I is not a
φ-prime superideal of R, since 2̄ · 2̄ 6= 0 ∈ I, but 2̄ 6∈ I. Let P = 2Z8 +uZ8,
we show that I is a φ-P -primal superideal of R. It is enough to show that
ν(I) = h(P ) − {0}. Let 0 6= ā ∈ h(P ), if ā ∈ 2Z8 then ā = 2k ∈ Z8. If k
is an odd number, then 0 6= 2̄ā ∈ I, but 2̄ 6∈ I, and if k is an even number
0 6= 1̄ā ∈ I with 1̄ 6∈ I; hence ā ∈ ν(I). If ā ∈ uZ8 then ā ∈ I ⊆ ν(I). On
the other hand, if ā ∈ h(R) − h(P ), then ā is an odd number in Z8. If
0 6= ām̄ ∈ I for some m̄ ∈ Z8 then 4 divides am and so, 4 divides m since
(4, a) = 1; hence m̄ ∈ I. Thus I is a φ-P -primal superideal of R.

Let φ : I(R) → I(R) ∪ {∅} be any function. We assume that for
any I, J ∈ I(R), φ(J) ⊆ φ(I) if J ⊆ I. We produced in Example 2.2 a
ψ2-primal which is not ψ1-primal, where ψ1 6 ψ2. In the next theorem
we give the condition on ψ2-P -primal superideal to be ψ1-P -primal.

Theorem 2.9. Suppose that ψ1 6 ψ2, where ψ1 and ψ2 are maps from
I(R) into I(R) ∪ {∅}, and let I be a ψ2-P -primal superideal of R, with
I0Iα 6= ψ2(I)α for all α ∈ Z2. If P is a prime superideal of R, then I is
ψ1-P -primal.
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Proof. Since I is a ψ2-P -primal superideal of R, then

P =

{
[(νψ2(I))0 + (νψ2(I))1 ∪ {0}] + ψ2(I) : if ψ2 6= φ∅

(νψ2(I))0 + (νψ2(I))1 : if ψ2 = φ∅

To show that I is a ψ1-P -primal superideal of R we must prove that

P =

{
[(νψ1(I))0 + (νψ1(I))1 ∪ {0}] + ψ1(I) : if ψ1 6= φ∅

(νψ1(I))0 + (νψ1(I))1 : if ψ1 = φ∅

If ψ2 = φ∅, then ψ1 = ψ2 and hence we have that P = νψ1(I))0 +(νψ1(I))1

which implies that I is a ψ1-P -primal superideal of R. Now we may assume
that ψ2 6= φ∅, so we need to prove that

P =

{
[(νψ1(I))0 + (νψ1(I))1 ∪ {0}] + ψ1(I) : if ψ1 6= φ∅

(νψ1(I))0 + (νψ1(I))1 : if ψ1 = φ∅
.

Let a ∈ νψ2(I), then there exists r ∈ h(R) − h(I) with rs ∈ I − ψ2(I) ⊆
I − ψ1(I), so a ∈ νψ1(I) which implies that

(νψ2(I))0 + (νψ2(I))1 ⊆ (νψ1(I))0 + (νψ1(I))1 (1)

Now, let a ∈ h(ψ2(I)), if a 6∈ ψ1(I) then a ∈ I −ψ1(I), so 1.a ∈ I −ψ1(I)
with a 6∈ I, hence a ∈ νψ1(I). Therefore,

ψ2(I) ⊆
{

[(νψ1(I))0 + (νψ1(I))1 ∪ {0}] + ψ1(I) : if ψ1 6= φ∅

(νψ1(I))0 + (νψ1(I))1 : if ψ1 = φ∅
. (2)

From (1) and (2) we have that

P ⊆
{

[(νψ1(I))0 + (νψ1(I))1 ∪ {0}] + ψ1(I) : if ψ1 6= φ∅

(νψ1(I))0 + (νψ1(I))1 : if ψ1 = φ∅
. (3)

Since ψ1(I) ⊆ ψ2(I) ⊆ P , by (3)

P =

{
[(νψ1(I))0 + (νψ1(I))1 ∪ {0}] + ψ1(I) : if ψ1 6= φ∅

(νψ1(I))0 + (νψ1(I))1 : if ψ1 = φ∅

if νψ1(I) ⊆ P .
Let a ∈ (νψ1(I))α. Then there exists rβ ∈ Rβ−Iβ with arβ ∈ I−ψ1(I).

If arβ ∈ I − ψ2(I), then a ∈ νψ2(I) ⊆ P . So we may assume that arβ 6∈
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I − ψ2(I), hence arβ ∈ ψ2(I). First suppose that aIβ 6⊆ (ψ2(I))αβ, say
asβ ∈ Iαβ − (ψ2(I))αβ with sβ ∈ Iβ . Then a(rβ + sβ) = arβ + asβ 6∈ ψ2(I)
with rβ + sβ ∈ Rβ − Iβ , hence a ∈ νψ2(I) ⊆ P . Therefore, we may assume
that aIβ ⊆ (ψ2(I))αβ .

Now suppose that rβI0 6⊆ (ψ2(I))β, then there exists c ∈ I0 with
rβc ∈ Iβ−(ψ2(I))β . Since a2 ∈ R0, we have that (a2+c)rβ ∈ Iβ−(ψ2(I))β
with rβ 6∈ Iβ, so a2 + c ∈ P0, but c ∈ I0 ⊆ P0, therefore a2 ∈ P and
hence a ∈ P , since P is a prime superideal. So we may assume that
rβI0 ⊆ (ψ2(I))β. Since (I0Iβ) 6= (ψ2(I))β there exists a ∈ I0 and b ∈ Iβ
with ab 6∈ (ψ2(I))β . Thus, (a2 +a)(rβ +b) = a2rβ +a2b+arβ +ab 6∈ ψ2(I),
so (a2 + a)(rβ + b) ∈ I − ψ2(I) with rβ + b ∈ Rβ − Iβ which implies that
a2 + a ∈ (νψ2(I))0 ⊆ P0, hence a2 ∈ P0 ⊆ P and then a ∈ P , since P is a
prime superideal of R. Therefore, νψ1(I) ⊆ P , so

P =

{
[(νψ1(I))0 + (νψ1(I))1 ∪ {0}] + ψ1(I) : if ψ1 6= φ∅

(νψ1(I))0 + (νψ1(I))1 : if ψ1 = φ∅

and hence I is a ψ1-P -primal superideal of R.

We end the section by proving the following results about the relation-
ship between φ-primary and φ-primal superideals. For more properties
about primary and primal superideals see [8, section 4].

Definition 2.10. Let φ : I(R) → I(R) ∪ {∅} be any function such that
φ 6= φ∅, then R is a φ-torsion free if ab ∈ φ(P ) where P ∈ I(R), then
a ∈ φ(P ) or b ∈ φ(P ).

For example if φ = φ0, then a φ-torsion free super-ring is just a torsion
free super-ring.

Theorem 2.11. Let φ : I(R) → I(R) ∪ {∅} be any function, where
φ 6= φ∅, and let R be a φ-torsion free. Then every φ-primary superideal
of R is φ-primal.

Proof. Let I be a φ-primary superideal of R. We show that

√
I = [(νφ(I))0 + (νφ(I))1 ∪ {0}] + φ(I).

(⊇) Let r ∈ νφ(I), then there exists a ∈ h(R) − h(I) with ra ∈ I − φ(I)
which implies that r ∈

√
I, since I is φ-primary. Moreover, φ(I) ⊆ I ⊆

√
I.

(⊆) Let b ∈ h(
√
I). If b ∈ φ(I), then done. So, we may assume that

b 6∈ φ(I). Let n be the smallest positive integer such that bn ∈ I. Suppose
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n = 1. If b ∈ φ(I), then done. If b 6∈ φ(I), then 1.b ∈ I − φ(I) and 1 6∈ I
so b ∈ νφ(I). Therefore we may assume that n > 1. If bn ∈ φ(I), then
bn = bn−1b ∈ φ(I) and bn−1 6∈ φ(I), since bn−1 6∈ I and φ(I) ⊆ I, which
is a contradiction since R is φ-torsion free. So, bn = bn−1b ∈ I − φ(I) and
bn−1 6∈ I, hence b ∈ νφ(I).

Corollary 2.12. If R is a torsion free, then every weakly primary su-
perideal of R is weakly primal.

3. Conditions on φ-primal superideals

In this section, we introduce some conditions under which φ-primal
superideals are primal.

Let φ : I(R) → I(R) ∪ {∅} be any function. We have to remind that
if I is a φ-P -primal superideal of R, then

P =

{
[(νφ(I))0 + (νφ(I))1 ∪ {0}] + φ(I) : if φ 6= φ∅

(νφ(I))0 + (νφ(I))1 : if φ = φ∅

is a φ-prime superideal of R.

Definition 3.1. Let r be a homogeneous element in R, then |r| = α if
r ∈ Rα for some α ∈ Z2.

In the next theorem we provide some conditions under which a φ-
primal superideal is primal.

Theorem 3.2. Let R be a commutative super-ring with unity and let
φ : I(R) → I(R) ∪ {∅} be any function. Suppose that I is a φ-P -primal
superideal of R with IγIδ * φ(I) for each γ, δ ∈ Z2. If P is a prime
superideal of R, then I is P -primal.

Proof. Assume that a is a homogeneous element in P . Then a ∈ φ(I)
or a ∈ (νφ(I))α for some α ∈ Z2 or a = bβ + cβ where bβ ∈ (νφ(I))β
and cβ ∈ φ(I) for some β ∈ Z2. If the first two cases hold, then a is
not prime to I, since it is not φ-prime to I. In the last case, let d be a
homogeneous element in R such that d 6∈ I with bβd ∈ I − φ(I). Then
ad = bβd + cβd ∈ I − φ(I), because ad ∈ φ(I) implies that bβd ∈ φ(I),
since cβd ∈ φ(I) which is a contradiction. Thus a is not φ-prime to I and
hence a is not prime to I. Now assume that b ∈ h(R) is not prime to I,
so rb ∈ I for some homogeneous element r ∈ R− I. If rb 6∈ φ(I), then b
is not φ-prime to I, so b ∈ P . Thus assume that rb ∈ φ(I). Suppose that
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|r| = α. First suppose that bIα * φ(I). Then, there exists r′ ∈ Iα such
that br′ 6∈ φ(I). So b(r + r′) ∈ I − φ(I), where r + r′ is a homogeneous
element in R − I, implies that b is not φ-prime to I, that is b ∈ P .
Therefore, we may assume that bIα ⊆ φ(I). Let |b| = β. If rIβ * φ(I),
then rc 6∈ φ(I) for some c ∈ Iβ. In this case r(b + c) ∈ I − φ(I) with
r ∈ R − I, that is b + c ∈ P and hence b ∈ P , since c ∈ I ⊆ P . So we
may assume that rIβ ⊆ φ(I). Since IαIβ * φ(I), there are b′ ∈ Iα and
a′ ∈ Iβ with b′a′ 6∈ φ(I). Then (b+ a′)(r + b′) ∈ I − φ(I), where r + b′ is
a homogeneous element in R − I, implies that b+ a′ is a homogeneous
element in P . On the other hand a′ ∈ I ⊆ P , so that b ∈ P . We have
already shown that P is exactly the set of all elements of R that are not
prime to I. Hence I is P -primal.

Let R and S be commutative super-rings. It is easy to prove that the
prime superideals of R× S have the forms P × S or R×Q where P is a
prime superideal of R and Q is a prime superideal of S. Also we have the
following two propositions about primal superideals of R× S. We leave
the easy proof for the next two results to the reader. For the trivial case
(i.e., R1 = {0}) they have proved in [10, Lemma 13] and [9, Theorem 16].

Proposition 3.3. Let R and S be commutative super-rings. If P is a
primal superideal of R and Q is a primal superideal of S, then P ×S and
R×Q are primal superideals of R× S.

Proposition 3.4. Let R1 and R2 be commutative super-rings with unities
and let ψi : I(R) → I(R) ∪ {∅} be functions. Let φ = ψ1 × ψ2. Then
φ-primes of R1 ×R2 have exactly one of the following three types:

(1) I1 × I2 where Ii is a proper superideal of Ri with ψi(Ii) = Ii;
(2) I1 × R2 where I1 is a ψ1-prime of R1 which must be prime if

ψ2(R2) 6= R2;
(3) R1 × I2 where I2 is a ψ2-prime of R2 which must be prime if

ψ1(R1) 6= R1.

Now let R1, R2 be commutative super-rings with unities and let
R = R1 × R2. Let φ : I(R) → I(R) ∪ {∅} be a function. In the next
theorem, we provide some conditions under which a φ-primal superideal
of R is primal, but first we start with the following remark.

Remark 3.5. Let I be a proper superideal of a commutative super-ring
R and let φ : I(R) → I(R)∪{∅} be a function. If a homogeneous element
a is not φ-prime to I, then there is a homogeneous element r in R − I
such that ar ∈ I − φ(I) ⊆ I so a is not prime to I.
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Theorem 3.6. Let R1, R2 be commutative super-rings with unities and let
R = R1 ×R2. Let ψi : I(R) → I(R) ∪ {∅} be functions with ψi(Ri) 6= Ri
for i = 1, 2. Let φ = ψ1 × ψ2. Assume that P is a superideal of R with
φ(P ) 6= P . If I is a φ-P -primal superideal of R, then either I = φ(I) or
I is primal.

Proof. Suppose φ(I) 6= I. By Theorem 2.5, P is a φ-prime superideal of R.
Therefore, by Proposition 3.4, P has one of the following three cases.

Case 1. P = P1 ×P2 where Pi is a proper superideal of Ri with ψi(Pi) = Pi
for i = 1, 2. In this case φ(P ) = P , a contradiction.

Case 2. P = P1 × R2 where P1 is a ψ1-prime superideal of R1. Since
ψ2(R2) 6= R2, by Proposition 3.4(2), P1 is a prime superideal of R1 and
so P is a prime superideal of R.

We will show that I2 = R2. Since I 6= φ(I), there exists a homogeneous
element (a, b) in I − φ(I). So (a, 1)(1, b) = (a, b) ∈ I − φ(I). If (a, 1) 6∈ I,
then (1, b) is not φ-prime to I, hence (1, b) ∈ P = P1 × P2, so 1 ∈ P1 a
contradiction. Thus (a, 1) ∈ I = I1 × I2 i.e., 1 ∈ I2 that is I2 = R2.

Now we prove that I1 is a P1-primal superideal of R1. Let a1 be a
homogeneous element in P1. Then (a1, 0) ∈ P1 × R2 = P . If (a1, 0) ∈
φ(I) = ψ1(I1) × ψ2(R2), then a1 ∈ ψ1(I1) ⊆ I1 so a1 is not prime to I1.
Therefore, we may assume that (a1, 0) ∈ νφ(I). In this case there exists a
homogeneous element (r1, r2) ∈ R− I such that (a1, 0)(r1, r2) ∈ I − φ(I)
so a1r1 ∈ I1 − ψ1(I1) with r1 ∈ R1 − I1, since R − I = (R1 − I1) × R2,
implies that a1 is not ψ1-prime to I1, hence by Remark 3.5, a1 is not
prime to I1. Conversely, let b1 be a homogeneous element in R1 such that
b1 is not prime to I1. Then there exists a homogeneous element c1 in
R1 − I1 with b1c1 ∈ I1. Since ψ2(R2) 6= R2, (b1, 1)(c1, 1) = (b1c1, 1) ∈
I1 ×R2 − (I1 × ψ2(R2)) ⊆ I − φ(I) with (c1, 1) ∈ R− I. Hence (b1, 1) is
not φ-prime to I which implies that (b1, 1) ∈ P = P1 ×R2 and so b1 ∈ P1.

We have already shown that the set of homogeneous elements in P1

consists exactly of the homogeneous elements of R1 that are not prime
to I1. Hence I1 is P1-primal superideal of R1 so by Proposition 3.3, I is a
P -primal superideal of R.

Case 3. P = R1 ×P2 where P2 is a ψ2-primal superideal of R2. The proof
of case(3) is similar to that of case(2).
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Generalizations of semicoprime preradicals

Ahmad Yousefian Darani and Hojjat Mostafanasab

Communicated by R. Wisbauer

Abstract. This article introduces the notions quasi-co-
n-absorbing preradicals and semi-co-n-absorbing preradicals, gen-
eralizing the concept of semicoprime preradicals. We study the
concepts quasi-co-n-absorbing submodules and semi-co-n-absorbing
submodules and their relations with quasi-co-n-absorbing preradi-
cals and semi-co-n-absorbing preradicals using the lattice structure
of preradicals.

1. Introduction

The notion of 2-absorbing ideals of commutative rings was introduced
by Badawi in [2], where a proper ideal I of a commutative ring R is called
a 2-absorbing ideal of R if whenever a, b, c ∈ R and abc ∈ I, then ab ∈ I
or ac ∈ I or bc ∈ I. Anderson and Badawi [1] generalized the concept of
2-absorbing ideals to n-absorbing ideals. According to their definition, a
proper ideal I of R is called an n-absorbing (resp. strongly n-absorbing)
ideal if whenever x1 · · ·xn+1 ∈ I for x1, . . . , xn+1 ∈ R (resp. I1 · · · In+1 ⊆ I
for ideals I1, . . . , In+1 of R), then there are n of the xi’s (resp. n of the
Ii’s) whose product is in I. In [24], the concept of 2-absorbing ideals
was generalized to submodules of a module over a commutative ring.
A proper submodule N of an R-module M is said to be a 2-absorbing
submodule of M if whenever a, b ∈ R and m ∈ M with abm ∈ N , then
ab ∈ (N :R M) or am ∈ N or bm ∈ N . For more studies concerning
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Key words and phrases: lattice, preradical, quasi-co-n-absorbing, semi-co-n-

absorbing.
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2-absorbing (submodules) ideals we refer to [3],[9],[24],[25]. In [13], Raggi
et al. introduced the concepts of prime preradicals and prime submodules
over noncommutative rings, and Raggi, Ríos and Wisbauer [18], studied
the dual notions of these, coprime preradicals and coprime submodules. A
generalization of prime preradicals and submodules, “2-absorbing preradi-
cals and submodules” was investigated by Yousefian and Mostafanasab in
[23]. In [14], Raggi et al. defined and investigated semiprime preradicals,
and Mostafanasab and Yousefian [10], studied the concepts of quasi-n-
absorbing and semi-n-absorbing preradicals. Raggi et al. [11] defined the
notions of semicoprime preradicals and submodules. In this paper, we
introduce the concepts of “quasi-co-n-absorbing preradicals” and “semi-
co-n-absorbing preradicals”. As well we investigate“quasi-co-n-absorbing
submodules” and “semi-co-n-absorbing submodules” in this paper.

2. Preliminaries

Throughout this paper R is an associative ring with nonzero identity,
and R-Mod denotes the category of all the unitary left R-modules. We
denote by R-simp a complete set of representatives of isomorphism classes
of simple left R-modules. For M ∈ R-Mod, we denote by E(M) the
injective hull of M . Let U,N ∈ R-Mod, we say that N is generated by
U (or N is U -generated) if there exists an epimorphism U (Λ) → N for
some index set Λ. Dually, we say that N is cogenerated by U (or N is
U -cogenerated) if there exists a monomorphism N → UΛ for some index
set Λ. Also, we say that an R-module X is subgenerated by M (or X is
M -subgenerated) if X is a submodule of an M -generated module. The
category of M -subgenerated modules (the Wisbauer category) is denoted
σ[M ] (see [21]). A preradical over the ring R is a subfunctor of the identity
functor on R-Mod. Denote by R-pr the class of all preradicals over R.
There is a natural partial ordering in R-pr given by σ � τ if σ(M) 6 τ(M)
for every M ∈ R-Mod. It is proved in [15] that with this partial ordering,
R-pr is an atomic and co-atomic big lattice. The smallest and the largest
elements of R-pr are denoted, respectively, 0 and 1.

Let M ∈ R-Mod. Recall ([5] or [15]) that a submodule N of M is
called fully invariant if f(N) 6 N for each R-homomorphism f : M → M .
In this paper, the notation N 6fi M means that “N is a fully invariant
submodule of M”. Obviously the submodule K of M is fully invariant if
and only if there exists a preradical τ of R-Mod such that K = τ(M).
If N 6M , then the preradicals αMN and ωMN are defined as follows: For
K ∈ R-Mod,
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1) αMN (K) =
∑{f(N)|f ∈ HomR(M,K)}.

2) ωMN (K) =
⋂{f−1(N)|f ∈ HomR(K,M)}.

Notice that for σ ∈ R-pr and M, N ∈ R-Mod we have that σ(M) = N
if and only if N 6fi M and αMN � σ � ωMN . We have also that if
K 6 N 6M with K, N 6fi M , then αMK � αMN and ωMK � ωMN .

The atoms and coatoms ofR-pr are, respectively, {αE(S)
S | S ∈ R-simp}

and {ωRI | I is a maximal ideal of R} (See [15, Theorem 7]).
There are four classical operations in R-pr, namely, ∧,∨, · and : which

are defined as follows. For σ, τ ∈ R-pr and M ∈ R-Mod:
1) (σ ∧ τ)(M) = σM ∩ τM ,
2) (σ ∨ τ)(M) = σM + τM ,
3) (στ)(M) = σ(τM) and
4) (σ : τ)(M) is determined by (σ : τ)(M)/σM = τ(M/σM).

The meet ∧ and join ∨ can be defined for arbitrary families of preradicals
as in [15]. The operation defined in (3) is called product, and the operation
defined in (4) is called coproduct. It is easy to show that for σ, τ ∈ R-pr,
στ � σ ∧ τ � σ ∨ τ � (σ : τ). It is clear that in R-pr the operations
(1)-(3) are associative, and in [22] it was shown that the coproduct “ :′′ is
associative. Notice the fact that coproduct of preradicals preserves order
on both sides, see [8, Remark 2.1]. We denote σσ · · ·σ (n times) by σn and
(σ : σ : · · · : σ) (n times) by σ[n]. Recall that σ ∈ R-pr is an idempotent
if σ2 = σ, while σ is a radical if σ[2] = σ. Note that σ is a radical if and
only if, σ(M/σ(M)) = 0 for each M ∈ R-Mod. We say that σ is nilpotent
if σn = 0 for some n > 1, while σ is unipotent if σ[n] = 1 for some n > 1.

Using the preradical ωMN , in the papers [6], [7] and [18], the following
operation was introduced and studied:

ω-coproduct of submodules K, N 6M : (K :M N) = (ωMK : ωMN )(M).

Henceforward, for brevity, (K : N) is written instead of (K :M N).
For any σ ∈ R-pr, we will use the following class of R-modules:

Tσ = {M ∈ R− Mod | σ(M) = M}.

Let σ ∈ R-pr. By [18, Theorem 8.2], the following classes of modules
are closed under taking arbitrary meets and arbitrary joins:

Ae = {τ ∈ R-pr | τσ = σ} and At = {τ ∈ R-pr | (σ : τ) = 1}.

As in [16], we define, for σ ∈ R-pr, the following preradicals:
• e(σ) =

∧{τ ∈ Ae} the equalizer of σ;
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• t(σ) =
∧{τ ∈ At} the totalizer of σ.

Clearly e(σ)σ = σ and (σ : t(σ)) = 1. For undefined notions we refer
the reader to [13,15–17].

In [18], Raggi et al. defined the notions of coprime preradicals and
coprime submodules as follows:

Let σ ∈ R-pr. σ is called coprime in R-pr if σ 6= 0 and for any
τ, η ∈ R-pr, σ � (τ : η) implies that σ � τ or σ � η. Let M ∈ R-Mod
and let N 6 M be a nonzero fully invariant submodule of M . The
submodule N is said to be coprime in M if whenever K, L are fully
invariant submodules of M with N 6 (K : L), then N 6 K or N 6 L.
Also, Raggi et al. [11] defined a preradical σ semicoprime in R-pr if σ 6= 0
and for any τ ∈ R-pr, σ � (τ : τ) implies that σ � τ . They said that
a nonzero fully invariant submodule N of M is semicoprime in M if
whenever K is a fully invariant submodule of M with N 6 (K : K),
then N 6 K. In special case, M is called a coprime (resp. semicoprime)
module if M is a coprime (resp. semicoprime) submodule of itself.

Yousefian and Mostafanasab in [22] defined the notions of co-2-absorb-
ing preradicals and co-2-absorbing submodules. The preradical σ ∈ R-pr
is called co-2-absorbing if σ 6= 0 and, for each η, µ, ν ∈ R-pr, σ � (η : µ : ν)
implies that σ � (η : µ) or σ � (η : ν) or σ � (µ : ν). More generally,
a preradical 0 6= σ in R-pr is said to be a co-n-absorbing preradical if
whenever σ � (η1 : η2 : · · · : ηn+1) for η1, η2, . . . , ηn+1 ∈ R-pr, there
are i1, i2, . . . , in ∈ {1, 2, . . . , n + 1} such that i1 < i2 < · · · < in and
σ � (ηi1 : ηi2 : · · · : ηin). They denoted by R-co-ass the class of all
R-modules M that the operation ω-coproduct is associative over fully
invariant submodules ofM , i.e., for any fully invariant submodules K,N,L
of M , ((K : N) : L) = (K : (N : L)). Let M ∈ R-co-ass and K be a
fully invariant submodule of M . Then (K : K : · · · : K) (n times)
is simply denoted by K[n]. By Proposition 5.4 of [7], we can see that
if an R-module M is injective and artinian, then M ∈ R-co-ass. Let
M ∈ R-co-ass and N a nonzero fully invariant submodule of M . The
submodule N is said to be co-2-absorbing in M if whenever J,K,L are
fully invariant submodules of M with N 6 (J : K : L), then N 6 (J : K)
or N 6 (J : L) or N 6 (K : L). The generalization of co-2-absorbing
submodules is that, the submodule N is said co-n-absorbing in M if
whenever N 6 (K1 : K2 : · · · : Kn+1) for fully invariant submodules
K1,K2, . . . ,Kn+1 of M , there are i1, i2, . . . , in ∈ {1, 2, . . . , n + 1} such
that i1 < i2 < · · · < in and N 6 (Ki1 : Ki2 : · · · : Kin). An R-module M
is called a co-n-absorbing module if M is a co-n-absorbing submodule of
itself.
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We say that a preradical 0 6= σ ∈ R-pr is called a quasi-co-n-absorbing
preradical if whenever σ � (µ[n] : ν) for µ, ν ∈ R-pr, then σ � µ[n] or
σ � (µ[n−1] : ν). A preradical 0 6= σ ∈ R-pr is called a semi-co-n-absorbing
preradical if whenever σ � µ[n+1] for µ ∈ R-pr, then σ � µ[n]. Let M ∈ R-
co-ass. We say that a nonzero fully invariant submodule N of M is quasi-
co-n-absorbing in M if for every fully invariant submodules K, L of M ,
N 6 (K[n] : L) implies thatN 6 K[n] orN 6 (K[n−1] : L). A nonzero fully
invariant submoduleN ofM is called semi-co-n-absorbing in M if for every
fully invariant submodule K of M , N 6 K[n+1] implies that N 6 K[n].
An R-module M satisfies the ω-property if (τ(M) :M η(M)) = (τ : η)(M)
for every τ, η ∈ R-pr, see [22].

We recall the definition of relative epi-projectivity (see [20]). Let M
and N be modules. N is said to be epi-M -projective if, for any submodule
K of M , any epimorphism f : N → M

K can be lifted to a homomorphism
g : N → M

Proposition 1 ([22, Proposition 2.9 (1)]). Let M ∈ R-Mod. If for any
fully invariant submodule K of M , M

K is epi-M-projective, then M has
the ω-property.

In the next sections we frequently use the following proposition.

Proposition 2 ([12, Proposition 1.2]). Let {Mγ}γ∈I and {Nγ}γ∈I be
families of modules in R-Mod such that for each γ ∈ I, Nγ 6 Mγ. Let
N =

⊕
γ∈I Nγ, M =

⊕
γ∈IMγ, N ′ =

∏
γ∈I Nγ and M ′ =

∏
γ∈IMγ.

(1) If N 6fi M , then for each γ ∈ I, Nγ 6fi Mγ and αMN =
∨
γ∈I α

Mγ

Nγ
.

(2) If N ′ 6fi M
′, then for each γ ∈ I, Nγ 6fi Mγ and ωM

′

N ′ =
∧
γ∈I ω

Mγ

Nγ
.

3. Quasi-co-n-absorbing preradicals

Suppose that m, n are positive integers with n > m. A preradical
σ 6= 0 is called a quasi-co-(n,m)-absorbing preradical if whenever σ �
(µ[n−1] : ν) for µ, ν ∈ R-pr, then σ � µ[m] or σ � (µ[m−1] : ν).

Proposition 3. Let σ ∈ R-pr and let m > 0. The following conditions
are equivalent:

(1) σ is quasi-co-(n,m)-absorbing for every n > m;
(2) σ is quasi-co-(n,m)-absorbing for some n > m;
(3) σ is quasi-co-m-absorbing.

Proof. (1)⇒(2) Is trivial.
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(2)⇒(3) Assume that σ is quasi-co-(n,m)-absorbing for some n > m.
Let σ � (µ[m] : ν) for some µ, ν ∈ R-pr. Since m 6 n−1, then (µ[m] : ν) �
(µ[n−1] : ν) and so σ � (µ[n−1] : ν). Therefore σ � µ[m] or σ � (µ[m−1] : ν).
Consequently σ is quasi-co-m-absorbing.

(3)⇒(1) Suppose that σ is quasi-co-m-absorbing and get n > m. Let
σ � (µ[n−1] : ν) for some µ, ν ∈ R-pr. Therefore σ � (µ[m] : (µ[n−1−m] :
ν)). Hence σ � µ[m] or σ � (µ[m−1] : (µ[n−1−m] : ν)) = (µ[n−2] : ν).
Repeating this method implies that σ � µ[m] or σ � (µ[m−1] : ν). Thus σ
is quasi-co-(n,m)-absorbing.

Remark 1. Let σ ∈ R-pr.

(1) σ is coprime if and only if σ is quasi-co-1-absorbing if and only if σ
is co-1-absorbing.

(2) If σ is quasi-co-n-absorbing, then it is quasi-co-i-absorbing for all
i > n.

(3) If σ is coprime, then it is quasi-co-n-absorbing for all n > 1.
(4) If σ is quasi-co-n-absorbing for some n > 1, then there exists the

least n0 > 1 such that σ is quasi-co-n0-absorbing. In this case, σ is
quasi-co-n-absorbing for all n > n0 and it is not quasi-co-i-absorbing
for n0 > i > 0.

Proposition 4. Let C be a family of coprime preradicals. Then
∨
σ∈C σ

is a quasi-co-i-absorbing preradical for every i > 2.

Proof. Let τ =
∨
σ∈C σ. By Remark 1(2), it is sufficient to show that

τ is a quasi-co-2-absorbing preradical. Suppose that τ � (µ[2] : ν) for
some µ, ν ∈ R-pr. Since every σ ∈ C is coprime and σ � (µ[2] : ν), then
σ � µ or σ � ν. Hence τ � (µ : ν), and so we conclude that τ is a
quasi-co-2-absorbing preradical.

Let ζ =
∨{αSS | S ∈ R-simp}. Note that for every R-module M ,

ζ(M) = Soc(M). As in [14], ζ is called the socle preradical. Also, let

κ = {αR/IR/I | I a maximal ideal of R}. We call κ the ultrasocle preradical,

see [11].

As a direct consequence of Proposition 4 we have the following result.

Proposition 5. ζ, κ are quasi-co–i-absorbing preradicals for every i > 2.

Proof. By [18, p. 57], for each simple R-module S, αSS is coprime. Also, for

every maximal ideal I of R, α
R/I
R/I is a coprime preradical, [11, Remark 6].

Then by Proposition 4, the claim holds.
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Proposition 6. If R is a semisimple Artinian ring, then every nonzero
preradical σ ∈ R-pr is a quasi-co-i-absorbing preradical for every i > 2.

Proof. Suppose that R is a semisimple Artinian ring. According to [18,

Proposition 3.2], every atom α
E(S)
S is a coprime preradical. On the other

hand [15, Theorem 11] implies that σ =
∨{αE(S)

S | S∈R-simp, α
E(S)
S � σ}.

Therefore every nonzero preradical σ in R-pr is quasi-co-i-absorbing for
every i > 2, by Proposition 4.

Remark 2. Let S1, S2, . . . , Sn+1 ∈ R-simp be distinct. Then by Proposi-

tion 4,αS1
S1

∨αS2
S2

∨· · ·∨αSn+1

Sn+1
is a quasi-co-i-absorbing preradical in R-pr for

every i > 2. But, [22, Proposition 3.6] implies that αS1
S1

∨αS2
S2

∨· · ·∨αSn+1

Sn+1
is

not a co-n-absorbing preradical. This remark shows that the two concepts
of quasi-co-n-absorbing preradicals and of co-n-absorbing preradicals are
different in general.

Corollary 1. If R is a ring such that every quasi-co-n-absorbing prerad-
ical in R-pr is co-n-absorbing, then |R-simp| 6 n.

Notice the fact that coproduct of preradicals preserves order on both
sides.

Proposition 7. Let R be a ring. The following statements are equivalent:

(1) for every µ, ν ∈ R-pr, (µ[n] : ν) = µ[n] or (µ[n] : ν) = (µ[n−1] : ν);
(2) for every σ1, σ2, . . . , σn+1 ∈ R-pr,

(σ1 : σ2 : · · · : σn+1) � (σ1 ∨ σ2 ∨ · · · ∨ σn)[n]

or

(σ1 : σ2 : · · · : σn+1) � ((σ1 ∨ σ2 ∨ · · · ∨ σn)[n−1] : σn+1);

(3) every preredical 0 6= σ ∈ R-pr is quasi-co-n-absorbing.

Proof. (1)⇒(2) If σ1, σ2, . . . , σn+1 ∈ R-pr, then by part (1) we have that,

(σ1 : σ2 : · · · : σn+1) � ((σ1 ∨ σ2 ∨ · · · ∨ σn)[n] : σn+1)

= (σ1 ∨ σ2 ∨ · · · ∨ σn)[n],

or

(σ1 : σ2 : · · · : σn+1) � ((σ1 ∨ σ2 ∨ · · · ∨ σn)[n] : σn+1)

= ((σ1 ∨ σ2 ∨ · · · ∨ σn)[n−1] : σn+1).
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(2)⇒(1) For preradicals µ, ν ∈ R-pr, we have from (2),

(µ[n] : ν) � (

n times︷ ︸︸ ︷
µ ∨ · · · ∨ µ)[n] = µ[n]

or

(µ[n] : ν) � ((

n times︷ ︸︸ ︷
µ ∨ · · · ∨ µ)[n−1] : ν) = (µ[n−1] : ν).

Thus we have that (µ[n] : ν) = µ[n] or (µ[n] : ν) = (µ[n−1] : ν).

(1)⇔(3) Is evident.

In the next proposition we use (µ1 : · · · : µ̂i : · · · : µn+1) when the i-th
term is excluded from (µ1 : · · · : µn+1).

Proposition 8. Let 0 6= σ ∈ R-pr be an idempotent radical.

(1) If σ is such that for any µ, ν ∈ R-pr, we have

µ ∨ ν � σ � (µ[n] : ν) ⇒ [σ � µ[n] or σ � (µ[n−1] : ν)],

then σ is quasi-co-n-absorbing.
(2) If σ is such that for any µ1, µ2, . . . , µn+1 ∈ R-pr, we have

µ1 ∨ µ2 ∨ · · · ∨ µn+1 � σ � (µ1 : µ2 : · · · : µn+1) ⇒

[σ � (µ1 : · · · : µ̂i : · · · : µn+1), for some 1 6 i 6 n+ 1],

then σ is a co-n-absorbing preradical.

Proof. (1) Let σ 6= 0 be an idempotent radical that satisfies the hypothesis
in part (1). Let σ � (τ[n] : λ) for some τ, λ ∈ R-pr. Then, by [15,
Theorem 8(3)] we have

τσ ∨ λσ � σ = σ2 � (τ[n] : λ)σ = (τ[n]σ : λσ) = ((τσ)[n] : λσ).

So, by hypothesis we have σ � (τσ)[n] = τ[n]σ � τ[n] or σ � ((τσ)[n−1] :
λσ) = (τ[n−1] : λ)σ � (τ[n−1] : λ). Therefore σ is quasi-co-n-absorbing.

(2) The proof is similar to that of (1).

Proposition 9. Let C be a chain of quasi-co-n-absorbing preradicals, that
is, a subclass of quasi-co-n-absorbing preradicals which is linearly ordered.
Then

∨
σ∈C σ is a quasi-co-n-absorbing preradical.
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Proof. Let τ =
∨
σ∈C σ and assume that τ � (µ[n] : ν) for some µ, ν ∈ R-

pr. If σ � µ[n] for each σ ∈ C, then τ � µ[n]. If there exists σ0 ∈ C
such that σ0 � µ[n], then σ � µ[n] for each σ0 � σ. Since all preradicals
in C are quasi-co-n-absorbing, it follows that σ � (µ[n−1] : ν) for each
σ0 � σ. Thus σ � (µ[n−1] : ν) for each σ ∈ C, so that τ � (µ[n−1] : ν).
Consequently, we deduce that τ is a quasi-co-n-absorbing preradical.

Proposition 10. If σi is a quasi-co-ni-absorbing preradical in R-pr for
every 1 6 i 6 k, then σ1 ∨σ2 ∨· · ·∨σk is a quasi-co-n-absorbing preradical
for n = n1 + · · · + nk.

Proof. For k = 1 there is nothing to prove. Then, suppose that k > 1.
Assume that σ1 ∨ σ2 ∨ · · · ∨ σk � (µ[n] : ν) for some µ, ν ∈ R-pr. Notice
that for every 1 6 i 6 k, σi � (µ[n] : ν) = (µ[ni] : µ[n−ni] : ν). Then,
for every 1 6 i 6 k, either σi � µ[ni] or σi � (µ[ni−1] : µ[n−ni] : ν) =
(µ[n−1] : ν), because σi is quasi-co-ni-absorbing. On the other hand,
for every 1 6 i 6 k, µ[ni] � µ[n−1] and so µ[ni] � (µ[n−1] : ν). Hence
σ1 ∨ σ2 ∨ · · · ∨ σk � (µ[n−1] : ν) which shows that σ1 ∨ σ2 ∨ · · · ∨ σk is a
quasi-co-n-absorbing preradical.

Proposition 11. Let σ1, σ2, . . . , σt ∈ R-pr.

(1) If σ1 is a quasi-co-n-absorbing preradical and σ2 is a quasi-co-m-
absorbing preradical for m 6 n, then σ1 ∨ σ2 is a quasi-co-(n+ 1)-
absorbing preradical.

(2) If σ1, σ2, . . . , σt are quasi-co-n-absorbing preradicals, then σ1 ∨ σ2 ∨
· · · ∨ σt is a quasi-co-(n+ t− 1)-absorbing preradical.

(3) If σi is a quasi-co-ni-absorbing preradical for every 1 6 i 6 t with
n1 < n2 < · · · < nt and t > 2, then σ1 ∨ σ2 ∨ · · · ∨ σt is a quasi-co-
(nt + 1)-absorbing preradical.

Proof. (1) Let µ, ν ∈ R-pr be such that σ1 ∨ σ2 � (µ[n+1] : ν). Since σ1

is quasi-co-n-absorbing and σ1 � (µ[n] : µ : ν), then either σ1 � µ[n] or
σ1 � (µ[n−1] : µ : ν) = (µ[n] : ν). Also, σ2 is quasi-co-m-absorbing and
σ2 � (µ[m] : µ[n+1−m] : ν), so either σ2 � µ[m] or σ2 � (µ[m−1] : µ[n+1−m] :
ν) = (µ[n] : ν). There are four cases.

Case 1. Assume that σ1 � µ[n] and σ2 � µ[m]. Then σ1 ∨ σ2 � µ[n].

Case 2. Assume that σ1 �µ[n] and σ2 �(µ[n] : ν). Then σ1 ∨ σ2 � (µ[n] : ν).

Case 3. Assume that σ1 �(µ[n] : ν) and σ2 �µ[m]. Then σ1 ∨ σ2 � (µ[n] : ν).

Case 4. Assume that σ1 � (µ[n] : ν) and σ2 � (µ[n] : ν). Then σ1 ∨ σ2 �
(µ[n] : ν). Hence σ1 ∨ σ2 is quasi-co-(n+ 1)-absorbing.
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(2) We use induction on t. For t = 1 there is nothing to prove. Let
t > 1 and assume that for t−1 the claim holds. Then σ1 ∨σ2 ∨· · ·∨σt−1 is
quasi-co-(n+ t− 2)-absorbing. Since σt is quasi-co-n-absorbing, then it is
quasi-co-(n+ t−2)-absorbing, by Remark 1(2). Therefore σ1 ∨σ2 ∨· · ·∨σt
is quasi-co-(n+ t− 1)-absorbing, by part (1).

(3) Induction on t: For t = 3 apply parts (1) and (2). Let t > 3
and suppose that for t− 1 the claim holds. Hence σ1 ∨ σ2 ∨ · · · ∨ σt−1 is
quasi-co-(nt−1 + 1)-absorbing. We consider the following cases:

Case 1. Let nt−1 +1 < nt. In this case σ1 ∨σ2 ∨· · ·∨σt is quasi-co-(nt+1)-
absorbing, by part (1).

Case 2. Let nt−1 + 1 = nt. Thus σ1 ∨ σ2 ∨ · · · ∨ σt is quasi-co-(nt + 1)-
absorbing, by part (2).

Case 3. Let nt−1 + 1 > nt. Then σ1 ∨ σ2 ∨ · · · ∨ σt is quasi-co-(nt−1 + 2)-
absorbing, by part (1). Since nt−1 + 2 6 nt + 1, then σ1 ∨ σ2 ∨ · · · ∨ σt is
quasi-co-(nt + 1)-absorbing.

Proposition 12. Let σ ∈ R-pr be a radical. If σ is quasi-co-n-absorbing,
then e(σ) is quasi-co-n-absorbing.

Proof. Assume that σ is quasi-co-n-absorbing, and let e(σ) � (µ[n] : ν) for
some µ, ν ∈ R-pr. Then σ = e(σ)σ � (µ[n] : ν)σ � ((µσ)[n] : νσ). Since σ
is quasi-co-n-absorbing and radical, [15, Theorem 8(3)] implies that either
σ � (µσ)[n] = µ[n]σ � µ[n] or σ � ((µσ)[n−1] : νσ) = (µ[n−1] : ν)σ �
(µ[n−1] : ν). Consequently e(σ) is quasi-co-n-absorbing.

Definition 1. For τ, ρ ∈ R-pr define the totalizer of ρ relative to τ as
tτ (ρ) =

∧{η ∈ R-pr| (ρ : η) � τ}. Note that t1(ρ) = t(ρ).

Proposition 13. Let τ ∈ R-pr. If τ is quasi-co-2-absorbing, then for
each λ ∈ R-pr, either τ � λ[n] or tτ (λ[n]) = tτ (λ[n−1]). In particular,
if 1 is a quasi-co-2-absorbing preradical, then for each λ ∈ R-pr, either
λ[n] = 1 or t(λ[n]) = t(λ[n−1]).

Proof. Suppose that τ is quasi-co-2-absorbing and let λ ∈ R-pr such that
τ � λ[n]. If ν ∈ R-pr is such that τ � (λ[n] : ν), then τ � (λ[n−1] : ν), since
σ is quasi-co-2-absorbing. Therefore tτ (λ[n−1]) � tτ (λ[n]). On the other
hand λ[n−1] � λ[n] and so tτ (λ[n]) � tτ (λ[n−1]). Consequently tτ (λ[n]) =
tτ (λ[n−1]).
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4. Semi-co-n-absorbing preradicals

Suppose that m, n are positive integers with n > m. A more general
concept than semi-co-n-absorbing preradicals is the concept of semi-co-
(n,m)-absorbing preradicals. A preradical σ 6= 0 is called a semi-co-(n,m)-
absorbing preradical if whenever σ � µ[n] for µ ∈ R-pr, then σ � µ[m].

Note that a semicoprime preradical is just a semi-co-1-absorbing
preradical.

Theorem 1. Let σ ∈ R-pr and m, n be positive integers with n > m.

(1) If σ is quasi-co-m-absorbing, then it is semi-co-(k,m)-absorbing for
every k > m.

(2) If σ is semi-co-(n,m)-absorbing, then it is semi-co-(i,m)-absorbing
for every m < i < n, in particular it is semi-co-m-absorbing.

(3) σ is semi-co-(n,m)-absorbing if and only if σ is semi-co-(n, k)-
absorbing for each n > k > m if and only if σ is semi-co-(i, j)-
absorbing for each n > i > j > m.

(4) If σ is semi-co-(n,m)-absorbing, then it is semi-co-(nk,mk)-absorb-
ing for every positive integer k.

(5) If σ is semi-co-(n,m)-absorbing and semi-co-(r, s)-absorbing for
some positive integers r > s, then it is semi-co-(nr,ms)-absorbing.

Proof. (1) Is trivial.

(2) Is easy.

(3) Straightforward.

(4) Suppose that σ is semi-co-(n,m)-absorbing. Let µ ∈ R-pr and let

k be a positive integer such that σ � µ[nk]. Then σ �
(
µ[k]

)
[n]

. Since σ

is semi-co-(n,m)-absorbing, σ �
(
µ[k]

)
[m]

= µ[mk], and so σ is semi-co-

(nk,mk)-absorbing.

(5) Assume that σ is semi-co-(n,m)-absorbing and semi-co-(r, s)-
absorbing for some positive integers r > s. Let σ � µ[nr]. Since σ is
semi-co-(n,m)-absorbing, then σ � µ[mr]; and since σ is semi-co-(r, s)-
absorbing, σ � µ[ms]. Hence σ is semi-co-(nr,ms)-absorbing.

Corollary 2. Let σ ∈ R-pr and n be a positive integer.

(1) If σ is quasi-co-n-absorbing, then it is semi-co-n-absorbing.
(2) Let t 6 n be an integer. If σ is semi-co-(n+ 1, t)-absorbing, then it

is semi-co-(nk + i, tk)-absorbing for all k > i > 1.
(3) If σ is semi-co-n-absorbing, then it is semi-co-(nk+ i, nk)-absorbing

for all k > i > 1.
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(4) If σ is semi-co-n-absorbing, then it is semi-co-(nk + j)-absorbing
for all k > j > 0.

(5) If σ is semi-co-n-absorbing, then it is semi-co-(nk)-absorbing for
every positive integer k.

(6) If σ is semicoprime, then it is semi-co-k-absorbing for every positive
integer k.

(7) If σ is semicoprime, then for every k > 1 and every µ ∈ R-pr,
σ � µ[k] implies that σ � µ.

(8) If σ is semi-co-n-absorbing, then it is semi-co-((n+ 1)t, nt)-absorb
-ing for all t > 1.

(9) If σ is semicoprime, then it is quasi-co-k-absorbing for every k > 1.

Proof. (1) By parts (1), (2) of Theorem 1.
(2) Let σ be semi-co-(n+ 1, t)-absorbing. Then by Theorem 1(4), σ

is semi-co-(nk + k, tk)-absorbing, for every positive integer k. Hence by
Theorem 1(2), σ is semi-co-(nk + i, tk)-absorbing for every k > i > 1.

(3) In part (2) get t = n.
(4) By part (3).
(5) Is a special case of (4).
(6) Is a direct consequence of (5).
(7) By part (6).
(8) By Theorem 1(5).
(9) Assume that σ is semicoprime. Let σ � (µ[k] : ν) for some µ, ν ∈

R-pr and some k > 1. Then σ � (µ[k] : ν) � (µ : ν)[k]. Therefore
σ � (µ : ν), by part (7). So σ is quasi-co-k-absorbing.

In the following remark we prove Proposition 4 in another way.

Remark 3. Clearly, an arbitrary join of a family of semicoprime (coprime)
preradicals is semicoprime, and so it is quasi-co-k-absorbing for every
k > 1, by Corollary 2(9).

Proposition 14. Let σ1, σ2, . . . , σn ∈ R-pr. If for every 1 6 i 6 n, σi is
a semicoprime preradical, then (σ1 : σ2 : · · · : σn) is a semi-co-n-absorbing
preradical. In particular, if σ is a semicoprime preradical, then σ[n] is a
semi-co-n-absorbing preradical.

Proof. Apply Corollary 2(7).

Lemma 1. Let σ ∈ R-pr. If σ[n+1] is a semi-co-n-absorbing preradical,
then σ[n+1] = σ[n]. In particular, if σ[2] is a semicoprime preradical, then
σ is radical.
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Proposition 15. Let σ ∈ R-pr, σ 6= 0 be an idempotent radical. If σ is
such that for any µ ∈ R-pr, we have µ � σ � µ[n+1] ⇒ σ � µ[n], then σ
is semi-co-n-absorbing.

Proof. The proof is similar to that of Proposition 8(1).

Proposition 16. Let σ1, σ2, . . . , σn ∈ R-pr be semi-co-2-absorbing pre-
radicals. Then (σ1 : σ2 : · · · : σn) is a semi-co-(3n−1)-absorbing preradical.

Proof. Suppose that (σ1 : σ2 : · · · : σn) � µ[3n] for some µ ∈ R-pr. For
every 1 6 i 6 n, σi � µ[3n] =

(
µ[3n−1]

)
[3]

and σi is semi-co-2-absorbing,

then σi �
(
µ[3n−1]

)
[2]

= µ[2·3n−1] =
(
µ[2·3n−2]

)
[3]

. Again, since σi is semi-

co-2-absorbing, we conclude that σi � µ[22·3n−2]. Repeating this method
implies that σi � µ[2n]. So (σ1 : σ2 : · · · : σn) � µ[n2n]. On the other
hand n2n 6 3n − 1. So (σ1 : σ2 : · · · : σn) � µ[3n−1] which shows that
(σ1 : σ2 : · · · : σn) is semi-co-(3n − 1)-absorbing.

Proposition 17. If σi is a semi-co-ni-absorbing preradical in R-pr for
every 1 6 i 6 k, then σ1 ∨ σ2 ∨ · · · ∨ σk is a semi-co-(n − 1)-absorbing

preradical for n =
k∏
i=1

(ni + 1).

Proof. Let µ ∈ R-pr be such that σ1 ∨σ2 ∨ · · · ∨σk � µ[n]. Thus for every

1 6 i 6 k, σi �
(
µ[m]

)
[ni+1]

, where m =
k∏

j=1, j 6=i
(nj + 1). Since σi’s are

semi-co-ni-absorbing, then, for each 1 6 i 6 k, σi � µ[nim]. Note that for
every 1 6 i 6 k,

nim 6

k∏

i=1

(ni + 1) − 1 = n− 1.

So we have σi � µ[n−1] for every 1 6 i 6 k. Hence σ1∨σ2∨· · ·∨σk � µ[n−1]

which implies that σ1 ∨ σ2 ∨ · · · ∨ σk is a semi-co-(n − 1)-absorbing
preradical.

Proposition 18. Let σ1, σ2 ∈ R-pr and m, n be positive integers.

(1) If σ1 is quasi-co-m-absorbing and σ2 is semi-co-n-absorbing, then
(σ1 : σ2) is semi-co-(n(m+ 1) +m)-absorbing.

(2) If σ1 is quasi-co-(2m)-absorbing and σ2 is semi-co-m-absorbing,
then (σ1 : σ2) is semi-co-(m2 + 2m)-absorbing.

Proof. (1) Suppose that (σ1 : σ2) � µ[(n+1)(m+1)] for some µ ∈ R-pr.
Since σ1 is quasi-co-m-absorbing and σ1 � µ[(n+1)(m+1)], then σ1 � µ[m].
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On the other hand σ2 is semi-co-n-absorbing and σ2 � µ[(n+1)(m+1)], then
σ2 � µ[n(m+1)]. Consequently (σ1 : σ2) � µ[n(m+1)+m], and so (σ1 : σ2) is
semi-co-(n(m+ 1) +m)-absorbing.

(2) Suppose that (σ1 : σ2) � µ[(m+1)2] for some µ ∈ R-pr. Since σ1

is quasi-co-(2m)-absorbing and σ1 � µ[(m+1)2], then σ1 � µ[2m]. Since
σ2 is semi-co-m-absorbing and σ2 � µ[(m+1)2], then σ2 � µ[m2]. Hence
(σ1 : σ2) � µ[m2+2m] which shows that (σ1 : σ2) is semi-co-(m2 + 2m)-
absorbing.

Proposition 19. Let R be a ring. The following statements are equiva-
lent:

(1) for every preradical σ ∈ R-pr, σ[n+1] = σ[n];
(2) for all preradicals σ1σ2, . . . , σn+1 ∈ R-pr we have

(σ1 : σ2 : · · · : σn+1) � (σ1 ∨ σ2 ∨ · · · ∨ σn+1)[n];

(3) every preredical 0 6= σ ∈ R-pr is semi-co-n-absorbing.

Proof. (1)⇒(2) If σ1, σ2, . . . , σn+1 ∈ R-pr, then we get from (1),

(σ1 : σ2 : · · · : σn+1) � (σ1 ∨σ2 ∨· · ·∨σn+1)[n+1] = (σ1 ∨σ2 ∨· · ·∨σn+1)[n].

(2)⇒(1) For a preradical σ ∈ R-pr, we have from (2),

σ[n+1] � (

n+1 times︷ ︸︸ ︷
σ ∨ · · · ∨ σ)[n] = σ[n].

So we have that σ[n+1] = σ[n].

(1)⇔(3) Is clear.

Remark 4. Let {σα}α∈I ⊆ R-pr. If σα is semi-co-n-absorbing for every
α ∈ I, then

∨
α∈I σα is semi-co-n-absorbing.

Proposition 20. Let σ ∈ R-pr be radical. If σ is semi-co-n-absorbing,
then e(σ) is semi-co-n-absorbing.

Proof. Is similar to the proof of Proposition 12.

In Proposition 23 of [11], it was shown that σ0 :=
∨{σ ∈ R-pr | σ is

semicoprime} is the unique greatest semicoprime preradical.

Proposition 21. There exists in R-pr a unique greatest semi-co-n-
absorbing preradical.
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Proof. Set σ0
(n) =

∨{σ ∈ R-pr | σ is semi-co-n-absorbing}. By Remark 4,

σ0
(n) is the greatest semi-co-n-absorbing preradical.

By notation in the the proof of the previous proposition we have that
σ0

(1) = σ0.

Remark 5. As ζ � κ � σ0 are semicoprime preradicals, then ζ[n], κ[n],
σ0

[n] are semi-co-n-absorbing preradicals, by Proposition 14. Therefore

ζ[n] � κ[n] � σ0
[n] � σ0

(n).

Proposition 22. The following statements hold:
(1) σ0 =

∧
n>1

σ0
(n).

(2) σ0
(n) � σ0

[nk] for every positive integer k.

(3) σ[n] � σ0
(n) for every semicoprime preradical σ.

Proof. (1) By Corollary 2(6) every semicoprime preradical is semi-co-n-
absorbing for every n > 1. Then σ0 � σ0

(n) for every n > 1.

(2) By Corollary 2(5).
(3) By Proposition 14.

In Proposition 26 of [11] it was shown that σ0 � ν0, where ν0 =∧{τ | τ ∈ R-pr, τ is unipotent}.
The following proposition is straightforward.

Proposition 23. Suppose that ν
(n)
0 :=

∧{τ[n] | τ ∈ R-pr, τ[n+1] = 1}.
Then:

(1) σ0
(n) � ν

(n)
0 ;

(2) ν0 � ν
(1)
0 .

Corollary 3. The following statements hold:

(1) If ζ[n+1] = 1, then ζ[n] = κ[n] = σ0
[n] = σ0

(n) = ν
(n)
0 ;

(2) If ζ[2] = 1, then ζ = κ = σ0 = ν0 = ν
(1)
0 .

Proof. (1) By Remark 5 and Proposition 23 we have that ζ[n] � κ[n] �
σ0

[n] � σ0
(n) � ν

(n)
0 . If ζ[n+1] = 1, then ν

(n)
0 � ζ[n], and so ζ[n] = κ[n] =

σ0
[n] = σ0

(n) = ν
(n)
0 .

(2) By part (1) and [11, Corollary 27].

Proposition 24. For a ring R the following statements are equivalent:
(1) For every µ ∈ R-pr, µ[n+1] = 1 implies that µ[n] = 1;
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(2) 1 is a semi-co-n-absorbing preradical;
(3) σ0

(n) = 1;

(4) ν
(n)
0 = 1.

Proof. Is easy.

For τ ∈ R-pr define

C(n)(τ) =
∨

{σ ∈ R-pr | σ � τ, σ semi-co-n-absorbing},

which is the unique greatest semi-co-n-absorbing preradical less than or
equal to τ . Notice that in [11], C(1) is denoted by C.

Proposition 25. Let R be a ring.
(1) σ0

(n) = C(n)(1) =
∨

τ∈R-pr
C(n)(τ).

(2) For each τ ∈ R-pr, C(n)(τ) � τ .
(3) For each τ, σ ∈ R-pr we have τ � σ ⇒ C(n)(τ) � C(n)(σ).
(4) For each τ ∈ R-pr, C(n)(τ[n+1]) = C(n)(τ[n]).
(5) For each τ ∈ R-pr, τ is semi-co-n-absorbing if and only if τ =

C(n)(τ).
(6) {τ ∈ R-pr | τ is semi-co-n-absorbing} = Im C(n) = {C(n)(σ) | σ ∈

R-pr}.

(7)
[
C(n)

]2
= C(n). Thus, C(n) is a closure operator on R-pr.

(8) For each family {τα}α∈I ⊆ R-pr, we have

C(n)(
∧

α∈I

τα) = C(n)(
∧

α∈I

C(n)(τα)).

(9) C(n) =
∧
k>1

C(nk), in particular C =
∧
k>1

C(k).

(10) C(n)(σ[n+1]) = C(n)(σ[n]) = σ[n] for any semicoprime preradical σ.

Proof. The proofs of (1), (2), (3), (5) and (6) is easy.
(4) For any τ ∈ R-pr, part (3) implies that C(n)(τ[n]) � C(n)(τ[n+1]).

Since C(n)(τ[n+1]) is semi-co-n-absorbing (by Remark 4) and C(n)(τ[n+1])

� τ[n+1], then C(n)(τ[n+1]) � τ[n]. Hence C(n)(τ[n+1]) � C(n)(τ[n]). So the
equality holds.

(7) Is a direct consequence of part (5).
(8) The proof is similar to that of [11, Proposition 31](5).
(9) By Corollary 2(5).
(10) Apply Proposition 14 and parts (4), (5).
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Now consider the operator (−) in R-pr that assigns to each preradical
σ the least radical over σ (see [19, p. 137]).

Lemma 2. Let σ, τ ∈ R-pr be such that σ is radical and τ is semi-co-n-
absorbing. Then:

(1) C(n)(σ) � C(n)(σ) � σ.

(2) C(n)(σ) = C(n)(C(n)(σ)).
(3) τ � C(n)(τ) � τ .

(4) τ = C(n)(τ).

Proof. Similar to the proof of [11, Lemma 32].

Proposition 26. Let R be a ring.
(1) The operator C(n)(−) defines an interior operator on the ordered

class of radicals.
(2) The operator C(n)((−)) defines a closure operator on the ordered

class of semi-co-n-absorbing preradicals.

Notice that the “open” radicals associated with the interior operator
C(n)(−) are

O(n)
rad = {σ radical | σ = τ for some semi-co-n-absorbing τ}.

The “closed” semi-co-n-absorbing preradicals associated with the closure
operator C(n)((−)) are

C(n)
sca = {τ semi-co-n-absorbing | τ = C(n)(σ) for some radical σ}.

The following result is immediate.

Corollary 4. For a ring R the operators C(n)(−) and (−) restrict to

mutually inverse maps between O(n)
rad and C(n)

sca.

Definition 2. Let τ ∈ R-pr. Define

C
(n)
1 (τ) =

∧
{σ[n] | σ ∈ R-pr, τ � σ[n+1]}.

Proposition 27. For a ring R the following conditions hold:

(1) For each τ ∈ R-pr, C
(n)
1 (τ) � τ[n].

(2) For each τ ∈ R-pr, τ is semi-co-n-absorbing if and only if τ �
C

(n)
1 (τ).

(3) 1 is a semi-co-n-absorbing preradical if and only if C
(n)
1 (1) = 1.
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(4) Let τ, σ ∈ R-pr. If τ � σ, then C
(n)
1 (τ) � C

(n)
1 (σ).

(5) For each family {τα}α∈I ⊆ R-pr, C
(n)
1 (

∧
α∈I

τα) � ∧
α∈I

C
(n)
1 (τα) and

∨
α∈I

C
(n)
1 (τα) � C

(n)
1 (

∨
α∈I

τα).

Proof. The assertions have straightforward verifications.

We apply an “Amitsur construction” to C
(n)
1 as follows:

Definition 3. Let τ ∈ R-pr. We define recursively the preradical C
(n)
λ (τ)

for each ordinal λ as follows:
(1) C

(n)
0 (τ) = τ .

(2) C
(n)
λ+1(τ) = C

(n)
1 (C

(n)
λ (τ)).

(3) If λ is a limit ordinal, then C
(n)
λ (τ) =

∧
β<λ

C
(n)
β (τ).

(4) C
(n)
Ω (τ) =

∧
λ ordinal

C
(n)
λ (τ).

Proposition 28. Let τ ∈ R-pr. Then the following statements are equiv-
alent:

(1) τ is semi-co-n-absorbing;

(2) For each ordinal λ, τ � C
(n)
λ (τ);

(3) C
(n)
Ω (τ) = τ .

Proof. By Proposition 27 and using transfinite induction we have the
claim.

As is the case with C
(n)
1 , all of the operators C

(n)
λ preserve order

between preradicals.

Proposition 29. Let τ, σ ∈ R-pr be such that τ � σ. Then:

(1) For each ordinal λ, C
(n)
λ (τ) � C

(n)
λ (σ).

(2) C
(n)
Ω (τ) � C

(n)
Ω (σ).

Proposition 30. For each τ ∈ R-pr, C(n)(τ) � C
(n)
Ω (τ).

Proof. Let τ ∈ R-pr. We use transfinite induction. First, note that

C(n)(τ) � τ = C
(n)
0 (τ). Assume that λ is an ordinal such that C(n)(τ) �

C
(n)
λ (τ). Since C(n)(τ) is semi-co-n-absorbing, C(n)(τ) � C

(n)
1 (C(n)(τ))

� C
(n)
1 (C

(n)
λ (τ)) = C

(n)
λ+1(τ), by parts (2) and (4) of Proposition 27.

If λ is a limit ordinal and C(n)(τ) � C
(n)
β (τ) for each β < λ, then

C(n)(τ) � ∧
β<λ

C
(n)
β (τ) = C

(n)
λ (τ).
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In the following result we give equivalent conditions for the equality

C
(n)
Ω (τ) = C(n)(τ).

Proposition 31. For each τ ∈ R-pr the following statements are equiv-
alent:

(1) C
(n)
Ω (τ) is semi-co-n-absorbing;

(2) C
(n)
Ω (τ) � C

(n)
1 (C

(n)
Ω (τ));

(3) For each ordinal λ we have C
(n)
Ω (τ) � C

(n)
λ (C

(n)
Ω (τ));

(4) C
(n)
Ω (C

(n)
Ω (τ)) = C

(n)
Ω (τ);

(5) C
(n)
Ω (τ) = C(n)(τ).

Proof. (1)⇒(2) By Proposition 27(2).
(2)⇒(3) It follows by using transfinite induction on λ.
(3)⇒(4) Is easy.
(4)⇒(1) By Proposition 28.

(1)⇒(5) Assume thatC
(n)
Ω (τ) is semi-co-n-absorbing. Since C

(n)
Ω (τ)�τ ,

the definition of C(n)(τ) implies that C
(n)
Ω (τ) � C(n)(τ). On the other

hand C(n)(τ) � C
(n)
Ω (τ), by Proposition 30. So the equality holds.

(5)⇒(1) Is straightforward.

5. Quasi-co-n-absorbing and semi-co-n-absorbing
submodules

Remark 6. Let M ∈ R-co-ass and N be a nonzero fully invariant
submodule of M . Then we have:

(1) N is co-n-absorbing in M ⇒ N is quasi-co-n-absorbing in M ⇒ N
is semi-co-n-absorbing in M .

(2) N is a quasi-co-1-absorbing submodule of M if and only if N is a
coprime submodule of M .

(3) N is a semi-co-1-absorbing submodule of M if and only if N is a
semicoprime submodule of M .

Proposition 32. Let σ ∈ R-pr. If for every M ∈ R-Mod, σ(M) is a
semicoprime submodule of M , then σ is a semicoprime preradical.

Proof. By hypothesis, [11, Proposition 19] implies that αMσ(M) is a semi-

coprime preradical. So σ =
∨{αMσ(M) | M ∈ R-Mod} (see [17, Remark 1])

is a semicoprime preradical.

Corollary 5. Let R be a ring. If every nonzero R-module is semicoprime,
then 1 is a semicoprime preradical in R-pr.
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Lemma 3 ([7, Lemma 2.5]). Let M ∈ R-Mod. Then for any submodules
N, K of M , αMN+K = αMN ∨ αMK .

Proposition 33. Let M ∈ R-Mod. Suppose that {Ni}i∈I is a family
of semicoprime submodules of M . Then N =

∑
i∈I

Ni is a semicoprime

submodule of M .

Proof. Let {Ni}i∈I be a family of semicoprime submodules of M . Then,
by [11, Proposition 19], αMNj

’s are semicoprime preradicals. Thus αMN =
∨
i∈I α

M
Ni

is a semicoprime preradical. Again by [11, Proposition 19],
N =

∑
i∈I

Ni is a semicoprime submodule of M .

Proposition 34. Let R be a ring and {Mi}i∈I be a family of semicoprime
R-modules. Then M =

⊕
i∈I

Mi is a semicoprime R-module.

Proof. Since for every i ∈ I, Mi is a semicoprime R-module, then for
every i ∈ I, αMi

Mi
is a semicoprime preradical, by [11, Proposition 19].

Therefore
∨
i∈I

αMi

Mi
= αMM is a semicoprime preradical, and so again by

[11, Proposition 19], M =
⊕
i∈I

Mi is a semicoprime R-module.

Proposition 35. For a ring R the following statements are equivalent:
(1) R is a finite product of simple rings;
(2) κ = 1;
(3) 1 is a semicoprime preradical;
(4) RR is a semicoprime R-module;
(5) There exists a semicoprime R-module that is a generator in R-Mod.

Proof. (1)⇔(2) By [11, Theorem 10].
(1)⇔(3) By [11, Theorem 29].
(3)⇔(4) Notice the fact that an R-module G is a generator in R-Mod

if and only if αGG = 1. Since R is a generator in R-Mod, then αRR = 1.
Now, use [11, Proposition 19].

(4)⇒(5) Is trivial.
(5)⇒(3) See the proof of (3)⇔(4).

Theorem 2. Let M ∈ R-co-ass and N a fully invariant submodule of M .
Consider the following statements.

(a) N is co-n-absorbing in M .
(b) αMN is a co-n-absorbing preradical.
Then (b) ⇒ (a), and if M satisfies the ω-property, then (a) ⇒ (b).
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Proof. The proof is similar to that of [22, Theorem 4.2].

Theorem 3. Let M ∈ R-co-ass and N a fully invariant submodule of M .
Consider the following statements:

(1) N is quasi-co-n-absorbing (resp. semi-co-n-absorbing) in M .
(2) αMN is a quasi-co-n-absorbing (resp. semi-co-n-absorbing) preradical.

Then (2) ⇒ (1), and if M satisfies the ω-property, then (1) ⇒ (2).

Proof. (1) ⇒ (2) Assume that N is quasi-co-n-absorbing in M and that
(η(M) : µ(M)) = (η : µ)(M) for every η, µ ∈ R-pr. Since N 6= 0 we have
αMN 6= 0. Now let η, µ ∈ R-pr be such that αMN � (η[n] : µ). In this case
we have

N = αMN (M) 6 (η[n] : µ)(M) = (η(M)[n] : µ(M)).

Since N is quasi-co-n-absorbing in M , by hypothesis we have that N 6

η(M)[n] = η[n](M) or N 6 (η(M)[n−1] : µ(M)) = (η[n−1] : µ)(M). It

follows from [15, Proposition 5] that αMN � αMη[n](M) � η[n] or αMN �
αM(η[n−1]:µ)(M) � (η[n−1] : µ), and so αMN is quasi-co-n-absorbing.

(2) ⇒ (1) Assume that αMN is a quasi-co-n-absorbing preradical. Since
αMN 6= 0, we have N 6= 0. Suppose that J, K are fully invariant submodules

of M such that N 6 (J[n] : K). Then we have N 6

(
(ωMJ )[n] : ωMK

)
(M).

By [15, Proposition 5], we get

αMN � αM((ωM
J

)[n]:ω
M
K )(M)

�
(
(ωMJ )[n] : ωMK

)
.

Since αMN is quasi-co-n-absorbing, we have αMN � (ωMJ )[n] or αMN �(
(ωMJ )[n] : ωMK

)
. Therefore N = αMN (M) � (ωMJ )[n](M) = J[n] or N =

αMN (M) �
(
(ωMJ )[n] : ωMK

)
(M) = (J[n−1] : K). Hence N is a quasi-co-

n-absorbing submodule. A similar proof can be stated for semi-co-n-
absorbing preradicals.

Remark 7. Note that in Theorem 3, for the case n = 2 we can omit
the condition M ∈ R-co-ass, by the definition of quasi-co-2-absorbing
(semi-co-2-absorbing) submodules.

Definition 4. LetM ∈ R-co-ass. We say thatM is a quasi-co-n-absorbing
(resp. semi-co-n-absorbing) module if M is a quasi-co-n-absorbing (resp.
semi-co-n-absorbing) submodule of itself.
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Corollary 6. Let M1,M2, . . . ,Mt be injective Artinian R-modules. Sup-
pose that Mi’s are quasi-co-n-absorbing modules that satisfy the ω-property.
Then M =

⊕t
i=1Mi is a quasi-co-(n+ t− 1)-absorbing R-module.

Proof. Let M1,M2, . . . ,Mt be quasi-co-n-absorbing R-modules. Then,
by Theorem 3, αM1

M1
, αM2

M2
, . . . , αMt

Mt
are quasi-co-n-absorbing preradicals,

and so αMM = αM1
M1

∨ αM2
M2

∨ · · · ∨ αMt

Mt
is a quasi-co-(n+ t− 1)-absorbing

preradical, by Proposition 11(2). Again by Theorem 3, M =
⊕t

i=1Mi is
a quasi-co-(n+ t− 1)-absorbing R-module.

Corollary 7. Let R be a ring. The following statements hold:

(1) If the preradical 1 is quasi-co-2-absorbing (resp.semi-co-2-absorbing),
then every generator R-module is a quasi-co-2-absorbing (resp. semi-
co-2-absorbing) R-module.

(2) If R is a semisimple Artinian ring, then every R-module is quasi-
co-i-absorbing for every i > 2.

Proof. (1) Suppose that 1 is a quasi-co-2-absorbing (resp. semi-co-2-
absorbing) preradical and G is a generator R-module. Since αGG = 1, the
result follows from Theorem 3.

(2) By Proposition 6 and Theorem 3.

Example 1. Let R be a semisimple Artinian ring and S1, S2, . . . , Sn+1 ∈
R-simp be distinct. Then the injective Artinian R-module

⊕n+1
i=1 Si is

quasi-co-n-absorbing, by Corollary 7(2). But note that, by [22, Proposi-
tion 3.6] and Theorem 2,

⊕n+1
i=1 Si is not co-n-absorbing. This example

shows that the two concepts of quasi-co-n-absorbing modules and of
co-n-absorbing modules are different in general.

The following two propositions can be proved similar to [22, Proposi-
tion 4.10] and [22, Theorem 4.11], respectively.

Proposition 36. Let N, H ∈ R-co-ass such that H be a fully invariant
submodule of N and N be self-injective. For a fully invariant submodule
K of H,

(1) If K is quasi-co-n-absorbing in N , then K is quasi-co-n-absorbing
in H.

(2) If K is quasi-co-n-absorbing in N and K ∈ R-co-ass, then K is a
quasi-co-n-absorbing module.

(3) If αNK is a quasi-co-n-absorbing preradical and N satisfies the ω-
property, then αHK is a quasi-co-n-absorbing preradical.
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Proposition 37. Let N, Q ∈ R-co-ass such that N be a fully invariant
submodule of Q and Q be self-injective. Then N is a quasi-co-n-absorbing
module if and only if N is quasi-co-n-absorbing in Q.

Theorem 4. Let M ∈ R-co-ass that satisfies the ω-property. The follow-
ing statements are equivalent:

(1) M is quasi-co-n-absorbing;
(2) αMM is quasi-co-n-absorbing;
(3) For each τ, η ∈ R-pr, M ∈ T(τ[n]:η) ⇒ M ∈ Tτ[n]

or M ∈ T(τ[n−1]:η).

Proof. (1) ⇔ (2) Is clear by Theorem 3.
(2) ⇒ (3) Suppose that αMM is quasi-co-n-absorbing. Let τ, η ∈ R-pr

such that M ∈ T(τ[n]:η). Then (τ[n] : η)(M) = M , and so αMM � (τ[n] : η).

Therefore αMM � τ[n] or αMM � (τ[n−1] : η). Hence τ[n](M) = M or
(τ[n−1] : η)(M) = M . Consequently M ∈ Tτ[n]

or M ∈ T(τ[n−1]:η).

(3) ⇒ (2) has a routine verification.

Similarly we can prove the following theorem.

Theorem 5. Let M ∈ R-co-ass that satisfies the ω-property. The follow-
ing statements are equivalent:

(1) M is semi-co-n-absorbing;
(2) αMM is semi-co-n-absorbing;
(3) For each τ ∈ R-pr, M ∈ Tτ[n+1]

⇒ M ∈ Tτ[n]
.

Theorem 6. Let M ∈ R-Mod be such that, for each pair K, L of fully

invariant submodules of M , we have
(
ωMK : ωML

)
= ωM(K:L). Then, for each

quasi-co-n-absorbing (resp. semi-co-n-absorbing) preradical σ such that
σ(M) 6= 0, we have that σ(M) is quasi-co-n-absorbing (resp. semi-co-n-
absorbing) in M .

Proof. By hypothesis M ∈ R-co-ass, [22, Lemma 4.12]. Let σ be a quasi-
co-n-absorbing preradical such that σ(M) 6= 0. If K,L are fully invariant
submodules of M such that σ(M) 6 (K[n] : L), then

σ � ωMσ(M) � ωM(K[n]:L) =
(
(ωMK )[n] : ωML

)
.

Since σ is quasi-co-n-absorbing, then

σ � (ωMK )[n] or σ �
(
(ωMK )[n−1] : ωML

)
.

In the first case we have σ(M) 6 (ωMK )[n](M) = K[n]; in the second case

we have σ(M) 6

(
(ωMK )[n−1] : ωML

)
(M) = (K[n−1] : L). Consequently

σ(M) is quasi-co-n-absorbing.
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Abstract. Chordal graphs, which are intersection graph of
subtrees of a tree, can be represented on trees. Some representation of
a chordal graph often reduces the size of the data structure needed to
store the graph, permitting the use of extremely efficient algorithms
that take advantage of the compactness of the representation. An
extended star graph is the intersection graph of a family of subtrees
of a tree that has exactly one vertex of degree at least three. An
asteroidal triple in a graph is a set of three non-adjacent vertices
such that for any two of them there exists a path between them that
does not intersect the neighborhood of the third. Several subclasses
of chordal graphs (interval graphs, directed path graphs) have been
characterized by forbidden asteroids. In this paper, we define, a
subclass of chordal graphs, called extended star graphs, prove a
characterization of this class by forbidden asteroids and show open
problems.

Introduction

A graph is chordal if it contains no cycle of length at least four as an
induced subgraph. A classical result [6] states that a graph is chordal if
and only if it is the (vertex) intersection graph of a family of subtrees
of a tree. Families of subtrees of a tree together with the tree are called
representation of a graph.

Some representation of a chordal graph often reduces the size of
the data structure needed to store the graph, permitting the use of

2010 MSC: 05C75.
Key words and phrases: clique trees, asteroids, extended star graphs.
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extremely efficient algorithms that take advantage of the compactness
of the representation. Since some chordal graphs have many distinct
representations, it is interesting to consider which one is most desirable
under various circumstances, for example minimum diameter [1], minimum
number of leaves [11], [4], and imposing conditions on trees, subtrees and
intersection sizes [15].

The leafage of a chordal graph is the minimum integer ℓ such that the
graph admits a representation whose tree has exactly ℓ leaves [14]. This
number is related with the existence of asteroidal sets [14].

An asteroidal set A in a graph G is a set of non-adjacent vertices such
that for any v ∈ A the vertices of A \ {v} appears in the same connected
component of G \N [v]. Note that this definition is compatible with the
definition of asteroidal triple already given. The asteroidal number of a
graph G is the maximum integer a such that G admits an asteroidal set
of cardinality a. If G is a chordal graph containing an asteroidal set A of
size k, then in any representation of G, its tree has at least k leaves. Thus
the asteroidal number of a chordal graph is less or equal to its leafage,
and this inequality can be strict [14].

Habib and Stacho [11] found a polynomial algorithm to compute the
leafage of a chordal graph and built a representation of it.

Natural subclass of chordal graphs are path graphs, directed path
graphs, rooted directed path graphs and interval graphs. A graph is a
path graph if it is the intersection graph of a family of subpaths of a tree.
A graph is a directed path graph if it is the intersection graph of a family
of directed subpaths of a directed tree. A graph is a rooted directed path
graph if it is the intersection graph of a family of directed subpaths of a
rooted tree. A graph is an interval graph if it is the intersection graph of
a family of subpaths of a path.

By definition we have the following inclusions between the different
considered classes (and these inclusion are strict):

interval ⊂ rooted directed path ⊂ directed path ⊂ path ⊂ chordal.

Chaplick and Stacho [4] proved that for path graphs there is a rep-
resentation, where the subtrees are paths, that reaches the leafage, and
then it is also true for directed path graphs [5]. However, it is not true
for rooted directed path graphs [9].

Lekkerkerler and Boland [12] proved that a chordal graph is an in-
terval graph if and only if it contains no asteroidal triple. As byproduct,
they found a characterization of interval graphs by forbidden induced
subgraphs.
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Panda [16] found the characterization of directed path graph by forbid-
den induced subgraphs and then Cameron, Hoáng and Lévêque [3] gave a
characterization of this class in terms of forbidden asteroidal triples.

Lévêque, Maffray and Preissman [13], found the characterization of
path graphs by forbidden induced subgraphs but there is still no nice
characterization in terms of forbidden asteroids for this class.

Characterizing rooted directed path graph by forbidden induced sub-
graphs or forbidden asteroids are open problems. It is certainly too difficult
to characterizing rooted directed path graphs by forbidden induced sub-
graphs as there are too many (families of) graphs to exclude but Cameron,
Hoáng and Lévêque [2] suggest that directed path graphs could be charac-
terized by forbidding some particular type of asteroidal quadruples (a set
of four non-adjacent vertices such that any three of them is an asteroidal
triple). Thus, several subclasses of rooted directed path graphs [10], [8]
have been characterized by forbidden asteroids, and as byproduct it was
found the characterization of them by forbidden induced subgraphs.

Other subclass of chordal graphs is extended star graphs. A graph G
is an extended star if it is the intersection graph of families of subtrees of
a tree which has exactly one vertex of degree at least tree. Clearly this
class is a natural generalization of interval graphs.

By definition we have the following inclusions between the different
considered classes (and these inclusion are strict):

interval ⊂ extended star ⊂ chordal

On the other hand, this class is hereditary, i.e is closed under vertex-
induced subgraphs. It is known that hereditary classes admit a charac-
terization by forbidden induced subgraphs. Characterize extended star
graphs by forbidden induced subgraphs or by forbidden asteroids are open
problems. Also it is an open problem answer if for extended star graph
there is a representation that reaches the leafage.

In this paper we study properties of extended star graphs, and give a
characterization of this class by forbidden asteroids.

The paper is organized as follows: in Section 2, we give some definitions
and background. In Section 3, we prove a characterization of this class by
forbidden asteroids. Finally, in Section 4, we show conclusions and open
problems.
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1. Definitions and background

A clique in a graph G is a set of pairwise adjacent vertices. Let C(G)
be the set of all maximal cliques of G. We denote by Cx the set of the
maximal cliques that contain x.

The neighborhood of a vertex x is the set N(x) of vertices adjacent
to x and the closed neighborhood of x is the set N [x] = {x} ∪ N(x). A
vertex s is simplicial if its closed neighborhood is a maximal clique.

A clique tree T of a graph G is a tree whose vertices are the elements
of C(G) and such that for each vertex x of G, Cx induces a subtree of T ,
which we will denote by Tx.

Note that G is the intersection graph the vertex sets of subtrees
(Tx)x∈V (G). Gavril [6] proved that a graph is chordal if and only if it has
a clique tree. Clique trees are called models of the graph.

It is clear that a graph is an interval graph if it admits a clique tree
T that is a path such that Tx is a subpath of T for every x ∈ V (G).
A natural generalization of interval graphs are extended star graphs. A
graph G is an extended star if there is a model of G that has at most
exactly one vertex of degree at least three, such models are called extended
star models. Clearly, interval graphs is a subclass of extended star graphs.
Split graphs, minimal forbidden induced subgraphs for interval graphs,
and path graphs minimal forbidden induced subgraphs for directed path
graphs are examples of extended star graphs.

Let T be a clique tree. We often use capital letters to denote the
vertices of a clique tree as these vertices correspond to maximal cliques
of G. In order to simplify the notation, we often write Q ∈ T instead
of Q ∈ V (T ), and e ∈ T instead of e ∈ E(T ). If T ′ is a subtree of T ,
then GT ′ denotes the subgraph of G that is induced by the vertices of
∪Q∈V (T ′)Q.

If G is a graph and V ′ ⊆ V (G), then G\V ′ denotes the subgraph of G
induced by V (G)\V ′. If E′ ⊆ E(G), then G−E′ denotes the subgraph of
G induced by E(G) \E′. If G,G′ are two graphs, then G+G′ denotes the
graph whose vertices are V (G) ∪ V (G′) and the edges are E(G) ∪ E(G′).
Note that if T, T ′ are two trees such that |V (T ) ∩V (T ′)| = 0, then T +T ′

is a forest.

Let T be a tree. For V ′ ⊆ V (T ), let T [V ′] be the minimal subtree
of T containing V ′. Then for X,Y ∈ V (T ), T [X,Y ] is the subpath of T
between X and Y . Let T [X,Y ) = T [X,Y ] \ Y , T (X,Y ] = T [X,Y ] \ X
and T (X,Y ) = T [X,Y ] \ {X,Y }. Note that some of these paths may be
empty or reduced to a single vertex when X and Y are equal or adjacent.
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We say that T [X,Y ] is a branch of T if X is a leaf of T and Y is its most
next vertex of degree at least three of T .

For X,Y, Z ∈ V (T ) that are not on the same path in T , T [X,Y, Z]
is the subtree of T that has X,Y, Z, as its leaves. Let T [X,Y, Z) =
T [X,Y, Z]\Z and T (X,Y, Z) = T [X,Y, Z]\{X,Z}.

In a clique tree T , the label of an edgeQQ′ of T is defined as lab(QQ′) =
Q ∩ Q′. Observe that the label of an edge of T is a minimal separator
of G.

Let T be a tree, we denote by ln(T ) the number of leaves of T . The
leafage of a chordal graph G is a minimum integer ℓ such that G admits
a model T with ln(T ) = ℓ [14].

In some cases the leafage of a graph decides if a graph is an extended
star as shows the following Lemma.

Lemma 1. Let G be a chordal graph. If l(G) 6 3 then G is an extended
star graph.

Proof. Let T be a model of G that reaches the leafage, i.e ln(T ) = l(G).
Clearly, ln(T ) 6 3. Thus T has at most exactly one vertex of degree three.
Therefore, G is an extended star graph.

An asteroidal triple in a graph G is a set of three non-adjacent vertices
such that for any two of them there exists a path between them that does
not intersect the neighborhood of the third. An asteroidal n-tupla in a
graph G is a set of n non-adjacent vertices such that for any (n− 1) of
them is an asteroidal (n− 1)-tupla.

If G is a chordal graph containing an asteroidal n-tupla, then in any
model T of G, T has at least n leaves. Thus the leafage of G is greater or
equal to n.

In [7] has been proved that for any clique tree that reaches the leafage,
every vertex of degree at least three, and every choice of three branches
incident to it there is an asteroidal triple on these branches. Thus for
extended star graphs we have the same result.

Lemma 2. Let G be an extended star graph and T be an extended star
model of G with minimum number of leaves equal n > 2. Then G has
n(n−1)(n−2)

6 asteroidal triples.

Proof. Let H1, H2, . . . ,Hn be the leaves of T and Q be the vertex of
degree at least three in T . Suppose that GT [H1,H2,H3] does not have an
asteroidal triple. Then there is an interval model T ′ ofGT [H1,H2,H3]. Clearly
T − (T [H1, Q) + T [H2, Q) + T [H3, Q)) + T ′ is an extended star model of
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G which has less leaves than T , a contradiction. Hence GT [Hi,Hj ,Hk] has
an asteroidal triple for any three different i, j, k ∈ {1, 2 . . . , n}. Therefore

G has n(n−1)(n−2)
6 asteroidal triples.

Lemma 3. Let G be an extended star chordal graph and T be an extended
star model of G with minimum number of leaves equal n > 2. If T has
exactly k leaves whose distance to the vertex of degree at least three is
greater than one then G has at least an asteroidal (n− k) − tuple.

Proof. Let Q be the vertex of degree n of T , H1, . . . ,Hk be the leaves
of T at distance greater than one to Q in T , and Hk+1, . . . ,Hn be the
other that are incident to the vertex Q. Let ak+1, . . . , an be simplicial
vertices of Hk+1, . . . ,Hn respectively. Since ai is a simplicial vertex of G,
N [ai] = Hi for i ∈ {k + 1, . . . , n}. Let T ′ = T [Hk+1, . . . ,Hn]. Suppose
that GT ′ \N [an] is not a connected graph. So there is at least an edge
HiQ in T ′ for some i ∈ {k + 1, . . . n − 1} such that lab(HiQ) ⊂ Hn.
Then T1 = T − HiQ + HiHn is an extended star model of G that has
less leaves than T , a contradiction. Hence GT ′ \ N [ai] is a connected
graph for all i ∈ {k + 1, . . . , n}. Therefore ak+1, . . . , an is an asteroidal
(n− k)-tupla.

Lemma 4. Let s be a simplicial vertex of G, a minimally non extended
star graph. Then

1) s is a vertex of some asteroidal triple;
2) there is a model T of G which has exactly two vertices of degree

at least three Q and Q′. Moreover, there is at least two branches
T [Q′, H ′

i] for i = 1, 2 such that GT [H′

1,H
′

2,Q] is not an interval graph;
3) there is a model T of G which has exactly two vertices Q, Q′ of degree

at least three, it has at least two branches T [Q′, H ′
i] for i = 1, 2 such

that GT [H′

1,H
′

2,Q] is not an interval graph, and if T [Hi, Q] are the
branches of T for i ∈ {1, . . . , n} then GT [Hi,Hj ,Q′] are not interval
graphs for i, j ∈ {1, . . . , n}, i 6= j.

Proof. 1), 2) Since G is a minimal non extended star graph each simplical
vertex of G verifies that if we remove this vertex, the graph obtained has
lower number of maximal cliques than G. Let s be a simplicial vertex
of G. Clearly, there is a maximal clique Q′ 6= N [s] such that N(s) ⊂ Q′.
Since G is a minimal non extended star graph, G \ s is an extended star
graph. By Lemma 1 l(G) > 4, and since s is a simplicial vertex it follows
that l(G\ s) > 3. Let T ′ be an extended star model of G\ s, and Q be the
vertex of degree at least three of T ′. Clearly T = T ′ +N [s]Q′ is a model
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of G, and since G is not an extended star graph so Q′ 6= Q and Q′ is not
a leaf of T ′. Observe that T has only two vertices of degree at least three
Q and Q′. Let H 6= N [s] be the leaf of T such that Q′ ∈ T [Q,H]. In case
that GT [Q,N [s],H] is an interval graph, there is an interval model T ′

1 of
GT [Q,N [s],H]. Let T1 = T − T (Q,N [s], H] + T ′

1. Clearly T1 is an extended
star model of G, a contradiction. Hence GT [Q,N [s],H] is not an interval
graph, so there is an asteroidal triple, and clearly s must be a vertex of it.

3) Among all the trees in the condition 2), choice that has minimum
leafage, and maximum degree in Q′ (recall that Q′ is a vertex of degree at
least three such that there is at least two branches T [H ′

i, Q
′] for i = 1, 2

such that GT [H′

1,H
′

2,Q] is not an interval graph). If for some i, j ∈ {1, . . . n},
i 6= j, GT [Hi,Hj ,Q′] is an interval graph then there is an interval model T1

of GT [Hi,Hj ,Q′]. Let T ′ = T − T [Hi, Hj , Q
′) + T1. Clearly T ′ is a model of

G which has exactly two vertices of degree at least three, a leaf is incident
to Q′ and GT [Q,N [s],H] is not an interval graph. Moreover, if Q′ is a leaf of
T1 then in T ′ the degree of Q′ is the same that in T but ln(T ′) < ln(T ), a
contradiction. If Q′ is not a leaf of T1 then ln(T ′) = ln(T ) but the degree
of Q′ in T ′ is greater than the degree of Q′ in T , a contradiction. Hence
for i, j ∈ {1, . . . n}, i 6= j, GT [Hi,Hj ,Q′] is not an interval graph.

The following algorithm is a technical tool necessary in the proof of
characterization of extended star graph by forbidden asteroids.

Algorithm

Input: A model T that has minimum number of leaves, exactly two
vertices Q,Q′ of degree at least three at distance greater than one, Q∗ ∈
T (Q,Q′) and T [Hi, Q] the branches incident to Q for i ∈ {1, . . . , n}.

Output: A model T ′ that has exactly two vertices Q∗, Q′ of degree
at least three whose distance in T ′ is the same that its distance in T , and
Q,Q∗, Q′ appear in this order in T ′; or it has at least two vertices Q,Q′ of
degree at least three and at most three vertices Q,Q′, Q∗ of degree at least
three, Q,Q∗, Q′ appear in this order in T ′, and there are two branches
T ′[H l, Q] and T ′[Hl+2, Q] for l ∈ {1, . . . , n− 2} such that GT ′[Hl,Hl+2,Q∗]
is not an interval graph.

If GT [H1,H2,Q∗] is not an interval graph Then

RETURN: T ′ = T

Else

Take T1 an interval model of GT [H1,H2,Q∗] and build a model T 1 =
T − T [H1, H2, Q

∗) + T1.

If n = 2 Then

RETURN: T ′ = T 1
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Else

Let T 1[H1, Q] and T 1[Hi, Q] be the branches incident to Q for i ∈
{3, . . . , n}.

If GT 1[H1,H3,Q∗] is not an interval graph Then

RETURN: T ′ = T 1

Else

i = 2

∗ Take Ti an interval model of GT i−1[Hi−1,Hi+1,Q∗] and build a model

T i = T i−1 − T i−1[H i−1, Hi+1, Q
∗) + Ti.

If n > i+ 1 Then

Let T i[H i, Q] and T i[Hj , Q] be the branches incident to Q for j ∈
{i+ 2, . . . , n}

If GT i[Hi,Hi+2,Q∗] is not an interval graph Then

RETURN: T ′ = T i
Else

i = i+ 1 go to ∗
Else

RETURN: T ′ = T i
Observe that Ti is an interval model that does not have Q∗ as a leaf,

otherwise ln(T i) < ln(T ) a contradiction since T is a model of G that
has minimum number of leaves.

Note that the way T i was built assure that has at most three vertices
of degree at least three Q,Q∗, Q′ that appear in this order in T i, and
T i[H i, Q], T i[Hj , Q] are the branches of T i for j ∈ {i + 2, . . . , n}. Also
the degree in Ti of Q is n+ 1 − i and the degree of Q∗ is i+ 2.

We will see that the algorithm works.

Suppose that the algorithm stopped since GT [H1,H2,Q∗] is not an in-
terval graph then T ′ = T has exactly two vertices Q,Q′ of degree at least
three whose distance in T ′ is the same that its distance in T .

Suppose that the algorithm stopped when i = 1 and n = 2. Since T has
minimum number of leaves then Q∗ is not a leaf of T1 then ln(T 1) = ln(T ).
Also T ′ = T 1 has exactly two vertices Q∗, Q′ of degree at least three whose
distance in T ′ is the same that its distance in T , and Q,Q∗, Q′ appear in
this order in T ′. If n > 2 and GT 1[H1,H3,Q∗] is not an interval graph then

T ′ = T 1 has three vertices Q,Q′, Q∗ of degree at least three, Q,Q∗, Q′

appear in this order in T ′, and there are two branches T ′[H l, Q] and
T ′[Hl+2, Q] for l ∈ {1, . . . , n − 2} such that GT ′[Hl,Hl+2,Q∗] is not an
interval graph.
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Suppose that the algorithm stopped when 2 6 i < n − 1. Thus T ′

has three vertices Q,Q′, Q∗ of degree at least three; Q,Q∗, Q′ appear in
this order in T ′, and there are two branches T ′[H l, Q] and T ′[Hl+2, Q] for
l ∈ {1, . . . , n− 2} such that GT ′[Hl,Hl+2,Q∗] is not an interval graph.

Suppose that the algorithm stopped when i = n − 1. Thus T ′ has
exactly two vertices Q∗, Q′ of degree at least three whose distance in T ′ is
the same that its distance in T , and Q,Q∗, Q′ appear in this order in T ′

2. Forbidden asteroids characterization for extended star
graphs

A pair of asteroidal triples in a graph G is strongly linked if it contains
from two asteroidal triples a1, a2, a3; b1, b2, b3 satisfying the following
conditions:

1) |{a1, a2, a3} ∩ {b1, b2, b3}| 6 1.
2) Every path between ai and bj has vertices in N [a3] and in N [b3] for

i, j ∈ {1, 2}.
3) Let S,M be minimal separators ofG with S ⊂ N [b3] andM ⊂ N [a3].

If a1, a2 are in different connected components of G \ S and b1, b2

are in different connected components of G \ M then there is no
Q ∈ C(G) such that M ∪ S ⊂ Q.

Observe that if T is a model of a graph G that has a pair of strongly
linked asteroidal triples a1, a2, a3; b1, b2, b3 and Qi, Q

′
i ∈ C(G) such that

ai ∈ Qi and bi ∈ Q′
i for i = 1, 2 then by 2, there are at least two edges

e, e′ ∈ T [Qi, Q
′
i] such that lab(e) ⊂ N [a3] and lab(e′) ⊂ N [b3]. Also

Tai
∩ Tbj

= ∅ for i, j ∈ {1, 2}.
Notice that if G has a pair of strongly linked asteroidal triples by

item 2 of the definition: ai, bj are in different connected component of
G \N [a3] and G \N [b3] or ai ∈ N [b3] or bj ∈ N [a3] for i, j ∈ {1, 2}.

Theorem 1. Let G be a chordal graph. G is an extended star graph if
and only if G does not have a pair of strongly linked asteroidal triples.

Proof. ⇒ Suppose that G has a pair of strongly linked asteroidal triples
a1, a2, a3 ; b1, b2, b3, and it is an extended star graph. Then there is an
extended star model T of G. Since G has an asteroidal triple then l(G) > 3.
Let Q be the vertex of degree at least three in T . Since T is an extended
star model, Tai

and Tbi
induce paths in T for i ∈ {1, 2, 3}. Let H1, H2, H3

be leaves of T such that Tai
induces a path in T (Q,Hi] for i ∈ {1, 2, 3}.

In the follows, we prove that Tbi
does not induce a path in T (Q,Hj ]

for i, j ∈ {1, 2}.
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Suppose that Tb1 induces a path in T (Q,H1].
Let Ta1 = T [Q1, Q2] and Tb1 = T [Q3, Q4] be such that Q1 ∈ T [Q,Q2]

and Q3 ∈ T [Q,Q4]. Since a1, a2, a3; b1, b2, b3 is a pair of strongly linked
asteroidal triples it follows that Ta1 ∩Tb1 = ∅. Thus Q,Q3, Q4, Q1, Q2, H1

or Q,Q1, Q2, Q3, Q4, H1 appear in this order in T [Q,H1].
In case that Q,Q3, Q4, Q1, Q2, H1 appear in this order in T [Q,H1], by

the item 2) of the definition of a pair of strongly linked asteroidal triples,
there is an edge e ∈ T [Q4, Q1] such that lab(e) ⊂ N [a3] so each path
between a1 and a2 in G has neighbors of a3 contradicting that a1, a2, a3

is an asteroidal triple.
In case that Q,Q1, Q2, Q3, Q4, H1 appear in this order in T [Q,H1], by

the item 2) of the definition of a pair of strongly linked asteroidal triples,
there is an edge e′ ∈ T [Q3, Q2] such that lab(e′) ⊂ N [b3]. Then each path
between b1 and b2 in G has neighbors of b3 contradicting that b1, b2, b3 is
an asteroidal triple.

Following the earlier argument, we can conclude that Tbi
does not

induce a path in T (Q,Hj ] for i, j ∈ {1, 2}.
Finally, we prove that Tb3 does not induce a path in T (Q,H3].
Suppose that Tb3 induces a path in T (Q,H3]. Let Ta3 = T [Q5, Q6]

and Tb3 = T [Q7, Q8] be such that Q5 ∈ T [Q,Q6] and Q7 ∈ T [Q,Q8].
Observe that Ta3 ∩ Tb3 may be different from ∅. Clearly Q,Q5, Q7, H3 or
Q,Q7, Q5, H3 appear in this order in T [Q,H3]. As Tbi

does not induce
a path in T (Q,Hj ] for i, j ∈ {1, 2}, and Tb3 induces a path in T (Q,H3]
then there exist H4, H5 leaves of T such that Tb1 and Tb2 induce paths
in T (Q,H4] and T (Q,H5] respectively.

In case that Q,Q5, Q7, H3 appear in this order in T [Q,H3], there is
an edge e′ ∈ T [Q1, Q] such that lab(e′) ⊂ N [b3]. By the position in T of
Q5, lab(e′) ⊂ N [a3] so each path between a1 and a2 in G has neighbors
of a3 contradicting that a1, a2, a3 is an asteroidal triple.

In case that Q,Q7, Q5, H3 appear in this order in T [Q,H3], there is an
edge e ∈ T [Q3, Q] such that lab(e) ⊂ N [a3], following the earlier argument
each path between b1 and b2 in G has neighbors of b3 contradicting that
b1, b2, b3 is an asteroidal triple.

Hence Tb3 does not induce a path in T (Q,H3].
By before exposed, Tbi

does not induce a path in T (Q,Hj ] for i, j ∈
{1, 2} and Tb3 does not induce a path in T (Q,H3].

Suppose that Tb1 does not induce a path in T (Q,Hj ] for j ∈ {1, 2, 3}.
Let H4 be a leaf different from H1, H2, H3 such that Tb1 induces a

path in T (Q,H4]. We can assume that Tb3 does not induce a path in
T [H1, Q]. By the item 2) of the definition of a pair of strongly linked
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asteroidal triples, there are edges e, e′, e ∈ T [H1, Q] and e′ ∈ T [Q,H4]
such that lab(e) ⊂ N [b3] and lab(e′) ⊂ N [a3]. Let S = lab(e) and M =
lab(e′). Clearly S and M are minimal separators of G such that a1, a2

are in different connected components of G \ S, and b1, b2 are in different
connected components of G \ M . By the position in T of the maximal
cliques N [b3] and N [a3] it follows that S ∪ M ⊂ Q, contradicting the
item 3) of the definition of a pair of strongly linked asteroidal triples.

Thus the pair of strongly linked asteroidal triples do not have way of
being located on an extended star model. Therefore, G is not an extended
star graph.

⇐ Suppose that G is a minimally non extended star graph. By Lemma
1, l(G) > 4 and by Lemma 4. 3), there is a model T of G that has exactly
two vertices Q,Q′ of degree at least three. Let H1, . . . ,Hn be the leaves of
T such that T [Hi, Q] are branches of T for i = 1, . . . , n, and letH ′

1, . . . ,H
′
m

be the leaves of T such that T [H ′
j , Q

′] are branches of T for j = 1, . . . ,m.
Moreover, by Lemma 4. 3), Q′ has maximum degree and there are at
least two leaves H ′

k, H
′
l for k 6= l, k, l ∈ {1, . . . ,m} such that GT [H′

k
,H′

l
,Q]

is not an interval graph. Also for all i 6= j, i, j ∈ {1, . . . , n} GT [Hi,Hj ,Q′]

are not interval graphs. Recall that T has minimum leafage. Among all
the trees in these conditions choice one that minimizing the distance in
T between Q and Q′.

• In case that the distance in T between Q and Q′ is greater than
one we analyze two situations:

Case 1. Applying the Algorithm to T considering Q∗ ∈ T (Q,Q′), and
the branches T [Hi, Q] for i = 1, . . . , n it outputs T ; or Applying the
Algorithm to T considering Q∗ ∈ T (Q,Q′), and the branches T [H ′

j , Q
′]

for j = 1, . . . ,m it outputs T .

Case 2. Applying the Algorithm to T considering Q∗ ∈ T (Q,Q′), and
the branches T [Hi, Q] for i = 1, . . . , n, and applying the Algorithm to
T considering Q∗ ∈ T (Q,Q′), and the branches T [H ′

j , Q
′] for j = 1, . . . ,m,

in both cases it does not output T .

Observe that applying the Algorithm to T considering Q∗ ∈ T (Q, Q′),
the branches T [Hi, Q] for i = 1, . . . , n, and by our election of T , which
minimizing the distance in T between Q and Q′, if the Algorithm outputs
a tree with exactly two vertices of degree at least three then it must be T .
More clearly, if it outputs a tree T ′ with exactly two vertices of degree
at least three, which are not Q and Q′, then they must be Q∗ and Q′.
Also by the way T ′ was built l(T ′) = ln(T ), and the distance between
Q∗ and Q′ in T ′ is the same that its distance in T , and it is lower that
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the distance in T between Q and Q′, contradicting this way the election
of T that has exactly two vertices of degree at least three to minimum
distance.

Case 1. Applying the Algorithm to T considering Q∗ ∈ T (Q,Q′), and
the branches T [Hi, Q] for i = 1, . . . , n it outputs T ; or applying the
Algorithm to T considering Q∗ ∈ T (Q,Q′), and the branches T [H ′

j , Q
′]

for j = 1, . . . ,m it outputs T .

Suppose that applying the Algorithm to T considering Q∗ ∈ T (Q,Q′),
and the branches T [Hi, Q] for i = 1, . . . , n, it outputs T . In this case we
can assume that GT [H1,H2,Q∗] is not an interval graph. We will analyze
two situations: applying the Algorithm considering Q∗ ∈ T (Q,Q′), and
the branches T [H ′

j , Q
′] for j = 1, . . . ,m it outputs T or not.

Case 1.1. Suppose that applying the Algorithm to T considering Q∗ ∈
T (Q,Q′), and the branches T [Hi, Q] for i = 1, . . . , n it outputs T . Also
suppose that applying the Algorithm to T considering Q∗ ∈ T (Q,Q′) and
the branches T [H ′

j , Q
′] for j = 1, . . . ,m it outputs T . In this case we can

assume that GT [H′

1,H
′

2,Q
∗] is not an interval graph.

Since GT [H1,H2,Q∗] is not an interval graph then there is an asteroidal
triple a1, a2, a3. Analogously, there is an asteroidal triple b1, b2, b3 in
GT [H′

1,H
′

2,Q
∗].

Suppose that a3 ∈ Q3 with Q3 ∈ T (Q,Q∗], and b3 ∈ Q′
3 with Q′

3 ∈
T [Q∗, Q′). Thus |{a1, a2, a3} ∩ {b1, b2, b3}| 6 1. Then the item 1) of the
definition of a pair of strongly linked asteroidal triples was checked.

Given that Q3, Q
′
3 ∈ T (Q,Q′) each path between ai and bj must have

vertices in Q3 and Q′
3 for i, j ∈ {1, 2}. So each path between ai and bj has

neighbors of a3 and b3 for i, j ∈ {1, 2}. Then the item 2) of the definition
of a pair of strongly linked asteroidal triples was checked.

Finally, by our choice of a1, a2, a3; b1, b2, b3, there are not minimal sep-
arators S ⊂ N [b3], M ⊂ N [a3] satisfying a1, a2 are in different connected
components of G \ S and b1, b2 are in different connected components of
G\M . Therefore a1, a2, a3; b1, b2, b3 are a pair of strongly linked asteroidal
triples.

Case 1.2. Suppose that applying the Algorithm to T considering Q∗ ∈
T (Q,Q′), and the branches T [Hi, Q] for i = 1, . . . , n it outputs T . Let T0

be the connected component of T − T (Q∗, Q′) that contains Q and Q∗.

Also, assume that applying the Algorithm to T considering Q∗ ∈
T (Q,Q′) and the branches T [H ′

j , Q
′] for j = 1, . . . ,m it does not output

T . Let T ′ be the tree outputs by the Algorithm, and T0 be the connected
component of T ′ − T ′(Q,Q∗) that contains Q′ and Q∗.
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Let T ′′ = T0 + T0. Clearly T ′′ is a model of G.

By the way T ′′ was built Q,Q∗, Q′ appear in this order in T ′′, T ′′

has three vertices Q,Q∗, Q′ of degree at least three. Also there are
four branches in T ′′, T ′′[H1, Q] = T0[H1, Q] = T [H1, Q], T ′′[H2, Q] =
T0[H2, Q] = T [H2, Q], T ′′[H ′

j , Q
′] = T0[H ′

j , Q
′] = T ′[H ′

j , Q
′], T ′′[H ′

l , Q
′] =

T0[H ′
l , Q

′] = T ′[H ′
l , Q

′] for j 6= l, j, l ∈ {1, . . . ,m} such that GT ′′[H1,H2,Q∗]

and G
T ′′[H′

j
,H′

l
,Q∗]

are not interval graphs. Suppose that j = 1 and l = 2.

In each situations describing before, we can assume that there is an
asteroidal triple a1, a2, a3 in GT ′′[H1,H2,Q∗] and there is an asteroidal triple
b1, b2, b3 in G

T ′′[H′

1,H
′

2,Q
∗]

. Suppose that a3 ∈ Q3 with Q3 ∈ T ′′(Q,Q∗],

and b3 ∈ Q′
3 with Q′

3 ∈ T ′′[Q∗, Q′). Thus |{a1, a2, a3} ∩ {b1, b2, b3}| 6 1.
Then the item 1) of the definition of a pair of strongly linked asteroidal
triples was checked.

Given that Q3, Q
′
3 ∈ T ′′(Q,Q′) each path between ai and bj must

have vertices in Q3 and Q′
3 for i, j ∈ {1, 2}. So each path between ai and

bj has neighbors of a3 and b3 for i, j ∈ {1, 2}. Then the item 2) of the
definition of a pair of strongly linked asteroidal triples was checked.

Finally, by our choice of a1, a2, a3; b1, b2, b3, there are not minimal sep-
arators S ⊂ N [b3], M ⊂ N [a3] satisfying a1, a2 are in different connected
components of G \ S and b1, b2 are in different connected components of
G\M . Therefore a1, a2, a3; b1, b2, b3 are a pair of strongly linked asteroidal
triples.

Case 2. Applying the Algorithm to T considering Q∗ ∈ T (Q,Q′), and
the branches T [Hi, Q] for i = 1, . . . , n and applying the Algorithm to T
considering Q∗ ∈ T (Q,Q′), and the branches T [Hj , Q

′] for i = j, . . . ,m,
in both cases it does not output T . Let T ′ and T ′ be the subtrees obtained
respectively. By our assumption T ′ 6= T and T ′ 6= T .

Let T0 be the connected component of T ′ − T ′(Q∗, Q′) that contains
Q and Q∗, and T0 be the connected component of T ′ − T ′(Q,Q∗) that
contains Q′ and Q∗. Let T ′′ = T0 + T0.Clearly T ′′ is a model of G.

By the way T ′′ was built Q,Q∗, Q′ appear in this order in T ′′, T ′′ has
at least two vertices Q,Q′ of degree at least three and at most three ver-
tices Q,Q∗, Q′ of degree at least three. Also there are four branches in T ′′,
T ′′[Hi, Q] = T0[Hi, Q] = T ′[Hi, Q], T ′′[Hk, Q] = T0[Hk, Q] = T ′[Hk, Q],
T ′′[H ′

j , Q
′] = T0[H ′

j , Q
′] = T ′[H ′

j , Q
′], T ′′[H ′

l , Q
′] = T0[H ′

l , Q
′]=T ′[H ′

l , Q
′]

for i 6= k, j 6= l, i, k ∈ {1, . . . , n} and j, l ∈ {1, . . . ,m} such that
GT ′′[Hi,Hk,Q∗] and G

T ′′[H′

j
,H′

l
,Q∗]

are not interval graphs. Suppose that

i = 1, k = 2, j = 1 and l = 2.
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We can assume that there is an asteroidal triple a1, a2, a3 of
GT ′′[H1,H2,Q∗] and there is an asteroidal triple b1, b2, b3 of

G
T ′′[H′

1,H
′

2,Q
∗]

. Suppose that a3 ∈ Q3 with Q3 ∈ T ′′(Q,Q∗], and b3 ∈ Q′
3

with Q′
3 ∈ T ′′[Q∗, Q′). Thus |{a1, a2, a3} ∩ {b1, b2, b3}| 6 1. Then the

item 1) of the definition of a pair of strongly linked asteroidal triples was
checked.

Given that Q3, Q
′
3 ∈ T ′′(Q,Q′) each path between ai and bj must

have vertices in Q3 and Q′
3 for i, j ∈ {1, 2}. So each path between ai and

bj has neighbors of a3 and b3 for i, j ∈ {1, 2}. Then the item 2) of the
definition of a pair of strongly linked asteroidal triples was checked.

Finally, by our choice of a1, a2, a3; b1, b2, b3, there are not minimal sep-
arators S ⊂ N [b3], M ⊂ N [a3] satisfying a1, a2 are in different connected
components of G \ S and b1, b2 are in different connected components of
G\M . Therefore a1, a2, a3; b1, b2, b3 are a pair of strongly linked asteroidal
triples.

• In case that the distance in T between Q and Q′ is one.

By our election of T , we can assume that there is an asteroidal
triple a1, a2, a3 of GT [H1,H2,Q′] and there is an asteroidal triple b1, b2, b3 of
GT [H′

1,H
′

2,Q]. Clearly a3 ∈ Q′ and b3 ∈ Q. It is easy to verify that a1, a2, a3;
b1, b2, b3 satisfy the items 1), 2) of the definition of a pair of strongly
linked asteroidal triples.

Finally, we check the item 3) of the definition of a pair of strongly
asteroidal triples. Let Q1, Q2 ∈ T [H1, H2] be such that minimizing the
distance to Q and ai ∈ Qi for i = 1, 2. Observe that each minimal
separator S ⊂ N [b3], which satisfies a1, a2 are in different connected
components of G \ S, is the label of an edge in T [H1, H2]. Moreover it
is in T [Q1, Q2]. Analogously, each minimal separator M ⊂ N [a3], which
satisfies b1, b2 are in different connected components of G\M , is the label
of an edge in T [H3, H4], and it is in T [Q3, Q4] with Q3, Q4 ∈ T [H ′

1, H
′
2]

minimizing the distance to Q and bi ∈ Qi+2 for i ∈ {1, 2}. Suppose
that there is Q∗ such that S ∪ M ⊂ Q∗. Let T1, T2 be subtrees of T
such that T1 + T2 + T [Q,Q′] = T , T1 ∩ T2 = ∅, T1 ∩ T [Q,Q′] = {Q},
T2 ∩ T [Q,Q′] = {Q′}. Suppose that Q∗ ∈ T1.It is clear that Q∗, Q,Q′

appear in this order in T . Since M ⊂ N [a3], there is an edge e′ ∈ T2 such
that lab(e′) = M ⊂ Q∗. Given that e′ ∈ T [Q3, Q4] and by the order in
that appear Q∗, Q in T it follows that lab(e′) ⊂ Q. As b3 ∈ Q, Q ⊂ N [b3].
It follows that lab(e′) ⊂ N [b3]. Thus each path between b1 and b2 in G
has vertices in N [b3] contradicting that b1, b2, b3 is an asteroidal triple of
G. Hence Q∗ /∈ T1. Suppose that Q∗ ∈ T2. Following an argument similar
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to the previous one, we arrive to a contradiction since a1, a2, a3 is an
asteroidal triple of G.

Hence there is no Q∗ ⊃ S ∪M . Therefore a1, a2, a3; b1, b2, b3 is a pair
of strongly linked asteroidal triples.

Corollary 1. Let G be a minimal non extended star graph. Then l(G) = 4

Proof. Suppose that l(G) > 4. Thus each model of G has at least five
leaves. As a consequence of the proof of Theorem 1, there are a model T
of G and H1, H2, H3, H4 four leaves of T such that GT [H1,H2,H3,H4] 6= G
has a pair of strongly linked asteroidal triples contradicting that G is a
minimal non extended star graph.

Conclusions

The characterization of interval graphs given by Lekkerkerker-Boland,
related chordal non interval graphs with asteroidal triples. This kind of
characterization is given by Cameron, Hoáng and Lévêque for chordal non
directed path graphs. In this paper we have defined a subclass of chordal
graphs, extended star graphs, and we related chordal non extended star
graphs with asteroids. For this purpose we defined a particular type of
asteroidal triple to obtain a characterization of this class by forbidden
asteroids. On the other hand, this class is hereditary so it admits a
characterization by forbidden induced subgraphs. Our result is useful to
build forbidden induced subgraphs, it may be choice two forbidden induced
subgraphs for interval graphs whose asteroidal triples are a1, a2, a3 and
b1, b2, b3 and add a path between a3 and b3 or identify a3 and b3.

On the other hand, it is known that for path graphs and directed path
graphs there is a model that reaches the leafage. But it is not true for
rooted directed path graphs. An interesting questions is if for extended
star graphs there is a model that reaches the leafage or if it is possible to
build a model with minimum number of leaves.
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Abstract. The structure of certain involution rings which
have exactly one minimal *-biideal is determined. In addition, in-
volution rings with identity having a unique maximal biideal are
characterized.

1. Introduction

In the category of involution rings, it is not plausible to use the
concept of left (right) ideal, since a left (right) ideal which is closed under
involution is an ideal. An appropriate generalization which has been
efficient in playing the role of these in the case of involution rings is
that of *-biideal, first used by Loi [9] for proving structure theorems for
involution rings. For semiprime involution rings, Loi also investigated the
interrelation between the existence of minimal *-biideals and minimal
biideals and Aburawash [3] characterized minimal *-biideals by means
of idempotent elements. In [12], the author described minimal *-biideals
of an arbitrary involution ring. The structure and properties of certain
classes of right subdirectly irreducible rings (that is, rings in which the
intersection of all nonzero right ideals is nonzero) were determined by
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Desphande ([6] , [7]). It seems, therefore, pertinent to consider involution
rings in which the intersection of all nonzero *-biideals is nonzero. In
a broader setting, we shall determine the structure of involution rings,
belonging to certain classes, having exactly one minimal *-biideal.

All rings considered are associative and do not necessarily have identity.
Let us recall that an involution ring A is a ring with an additional unary
operation *, called involution, such that (a+ b)∗ = a∗ + b∗, (ab)∗ = b∗a∗

and (a∗)∗ = a for all a, b ∈ A. An element of an involution ring A, which is
either symmetric or skew-symmetric, shall be called a *-element. A biideal
B of a ring A is a subring of A satisfying the inclusion BAB ⊆ B. An
ideal (biideal) B of an involution ring A is called a *-ideal (*-biideal) of A
if B is closed under involution; that is, B∗ = {a∗ ∈ A : a ∈ B} ⊆ B. An
involution ring A is semiprime if and only if, for any *-ideal I of A, I2 = 0
implies I = 0. An involution ring A is called *-subdirectly irreducible if
the intersection of all nonzero *-ideals of A (called the *-heart of A) is
nonzero.

2. Involution rings with unique minimal *-biideal

We begin by considering involution rings in which the intersection of
nonzero *-biideals is nonzero, which are obviously *-subdirectly irreducible.
These will be called *-bi-subdirectly irreducible rings. If p is a prime, then
Z(p) denotes the zero ring on the cyclic additive group of order p.

Proposition 1. Let A be a *-bi-subdirectly irreducible (with unique min-
imal *-biideal B). Then one of the following holds:

(i) A is a division ring with involution;
(ii) A ∼= D ⊕Dop, where D is a division ring and D ⊕Dop is endowed

with the exchange involution;
(iii) A is *-subdirectly irreducible involution ring with *-heart B ∼= Z(p)

for some prime p;
(iv) A is a *-subdirectly irreducible involution ring with *-heart H =

K ⊕K∗, where K ∼= Z(2) ∼= K∗ and B = {a+ a∗ : a ∈ K} ∼= Z(2).

Proof. Since the intersection of the nonzero *-biideals of A is nonzero, B
generates the *-heart H of A.

Case 1.
(
H2 6= 0

)
. Either H is a simple prime ring or H = K⊕K∗, where

the ideals K and K∗ of A are simple prime rings [5].

The *-biidealB is contained in every nonzero *-biidealB1 ofH. Indeed,
0 6= B1HB1 is a *-biideal of A so that B ⊆ B1HB1 ⊆ B1. Therefore,
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H is a *-simple involution ring having a minimal *-biideal, namely B.
If H is simple prime, then H has a minimal left ideal L and L = He
for some idempotent element e in H [1]. Then 0 6= L∗L = e∗He is a
minimal *-biideal of H. So B = L∗L ⊆ L. The *-ideal H does not contain
other minimal left ideals besides L, for if L1 is a minimal left ideal of
H, then B = L∗

1L1 ⊆ L1. Now, 0 6= B ⊆ L ∩ L1 ⊆ L1 and since L
and L1 are minimal left ideals, it follows that L1 = L. Thus H = L
and H is a division ring. Since the *-essential *-ideal H has identity,
we have, by ([11] , Lemma 8) that A = H. Thus A is a division ring. If
H = K ⊕K∗, then it is clear, from [1] , that K and K∗ have minimal left
ideals. Moreover, it can be deduced that K and K∗ have unique minimal
left ideals and this implies that K and K∗ are division rings. Consequently,
H = B and we have A = H = K ⊕ K∗ ∼= K ⊕ Kop endowed with the
exchange involution.

Case 2.
(
H2 = 0

)
. In this case, the *-biideal B ∼= Z (p) for some prime p,

according to ([12], Corollary 4(iii)). Moreover, every subgroup of H is a
biideal of A. By ([8], Proposition 6.2), H+, the additive group of H, is
an elementary abelian p-group and hence is a direct sum of cyclic groups
of order p. By our assumption on A, either H ∼= Z(p) or H = K ⊕K∗,
where K ∼= Z(p) ∼= K∗. If p 6= 2, then the case H = K⊕K∗ cannot occur,
for then {a+ a∗ : a ∈ K} and {a− a∗ : a ∈ K} would be two distinct
minimal *-biideals of A.

The following corollary is immediate:

Corollary 2. An involution ring A is semiprime *-bi-subdirectly irre-
ducible if and only if it is one of the following types:

(i) a division ring;
(ii) D ⊕Dop, where D is a division ring and D ⊕Dop is endowed with

the exchange involution.

Next, we study certain classes of involution rings having exactly one
atom in their lattice of *-biideals. In the sequel, [a] and 〈a〉 denote,
respectively, the subring of A and the biideal of A generated by a ∈ A.
Furthermore, if B is a biideal of A with p elements (p prime), we let
AB =

{
a ∈ A : pa = 0 = a2 and a /∈ B

}
.

Lemma 3. Let A be a nilpotent involution p-ring (p prime). Then A has
a unique minimal *-biideal if and only if A is *-bi-subdirectly irreducible.

Proof. Let A have a unique minimal *-biideal B. Then B2 = 0,B contains
a minimal *-subring S of order p and B = S + SAS, the *-biideal
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generated by S. But SAS is a *-biideal of A and SAS = sAs for some
*-element s ∈ S. Hence, either sAs = 0 or sAs = B. The latter case
cannot occur, because then we would have 0 6= s = sas for some a ∈ A; a
contradiction with the fact that A is nilpotent. Therefore B = S ∼= Z (p).
Now we will show that S is contained in every nonzero *-biideal of A. Let
B1 be any nonzero *-biideal of A. There exists a nonzero *-element s1

in B1, of order p and such that s2
1 = 0. If s1As1 6= 0, then there exists a

nonzero *-element s2 in s1As1. Now s2As2 ⊆ s1As1 ⊆ B1. Continuing in
this way, we obtain a chain . . . ⊆ siAsi . . . ⊆ s2As2 ⊆ s1As1 ⊆ B1. Since
A is nilpotent, eventually we must obtain siAsi = 0 for some nonzero
*-element si ∈ B1. Hence 〈si〉 = [si] = S and so S ⊆ B1.

The converse is clear.

Proposition 4. If A is a nilpotent involution p-ring (p 6= 2 and p prime),
then the following conditions are equivalent:

(i) A has a unique minimal *-biideal B;
(ii) A is subdirectly irreducible with heart B ∼= Z (p) and, for each

a ∈ AB, at least one of the following holds: aAa 6= 0, aAa∗ 6= 0,
a∗Aa 6= 0, a∗a 6= 0, aa∗ 6= 0.

Proof. Suppose that (i) holds. From the Lemma 3, we know that B
is contained in every nonzero *-biideal of A. By Proposition 1, A is *-
subdirectly irreducible with *-heart B ∼= Z (p). Next, we show that A
is, in fact, subdirectly irreducible. Let I be any nonzero ideal of A such
that I 6= I∗. We claim that I ∩ I∗ 6= 0. Suppose, on the contrary, that
I ∩ I∗ = 0. Since A is nilpotent, there exists a least positive integer n > 2

such that In = 0. If n is even, let J = I
n
2 and if n is odd, let J = I

n+1
2 .

Hence J2 = JJ∗ = J∗J = 0. Then, for 0 6= j ∈ J such that pj = 0
and K = [j], it is easy to see that {k + k∗ : k ∈ K} and {k − k∗ : k ∈ K}
are two distinct *-biideals of A of order p, which is a contradiction with
our assumption. Therefore I ∩ I∗ 6= 0 and B ⊆ I ∩ I∗ ⊆ I. Hence A is
a subdirectly irreducible ring with heart B. Suppose that there exists
a ∈ AB such that aAa = aAa∗ = a∗Aa = 0 and a∗a = aa∗ = 0. If a is a *-
element, then [a] is a minimal *-biideal of A, which is a contradiction with
our assumption. If a is not a *-element, and T = [a], then {a+a∗ : a ∈ T}
and {a− a∗ : a ∈ T} are distinct minimal *-biideals of A, which is again
a contradiction.

Suppose that (ii) holds and let C be a minimal *-biideal of A and C
6= B. Clearly there exists a *-element a ∈ C ∩AB and CAC = 0, whence
aAa = aAa∗ = a∗Aa = 0 and a∗a = aa∗ = 0, contradicting (ii).
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Corollary 5. If A is an involution p-ring (p 6= 2 and p prime) and
A2 = 0, then the following conditions are equivalent:

(i) A has a unique minimal *-biideal B;
(ii) A has a unique minimal *-subring B;
(iii) A has a unique minimal subring B;
(iv) A is subdirectly irreducible with heart B ∼= Z (p) and AB = ∅.

The following example illustrates that Corollary 5 is not true, in
general, when p = 2.

Example 6. The 2-ring A = Z (2)⊕Z (2), with the exchange involution, is
such that A2 = 0 and has a unique minimal *-biideal, B = {(0, 0) , (1, 1)}.
However, A is not subdirectly irreducible.

As usual, a ring A with identity 1 is called a local ring if A/J (A) is
a division ring, where J (A) denotes the Jacobson radical of A.

Proposition 7. Let A be a local involution ring of characteristic pn

(p 6= 2, p prime and n > 1) and with nonzero nilpotent Jacobson radical
J (A). Then

(i) if J (A) has a unique minimal *-biideal B, then B is the unique
minimal *-biideal of A;

(ii) B = {a ∈ A : aJ (A) = a∗J (A) = 0};
(iii) for a fixed nonzero b ∈ B, J (A) = {a ∈ A : ba = ba∗ = 0} =

{a ∈ A : aB = a∗B = 0};
(iv) for any b ∈ B, a ∈ J (A) \B, there exist a1, a2 ∈ J (A) \B such

that either b = aa1 = a2a (if a is a *-element) or b = (a+ a∗) a1 =
a2 (a+ a∗) (if a is not a *-element).

Proof. (i) Taking into account Proposition 1 and the fact that a local ring
contains only the trivial idempotents, it is clear that any minimal *-biideal
of A must be contained in the Jacobson radical J (A) of A. If J (A) has a
unique minimal *-biideal B, then we know that B ∼= Z(p) (Proposition 4).
Clearly, BAB ⊆ J (A) and so, if BAB 6= 0, then B ⊆ BAB. However,
this is impossible since J (A) is nilpotent. Thus BAB = 0 and so B is a
biideal of A. Since any minimal *-biideal C of A is contained in J (A),
we must have C = B.

(ii) From Proposition 1, B ∼= Z (p) and B is a *-ideal of A. Hence, for
any nonzero b ∈ B, bJ (A) ⊆ B implies that bJ (A) = 0 or bJ (A) = B.
However, the latter case cannot occur since J (A) is nilpotent. Similarly,
b∗J (A) = 0. Thus B ⊆ {a ∈ A : aJ (A) = a∗J (A) = 0}. Now to prove
the other inclusion, let a ∈ A such that aJ (A) = a∗J (A) = 0. Then



260 Involution rings with unique minimal *-bi ideal

a ∈ J (A) and a2 = 0. Moreover, we claim that pa = 0. Indeed, since
(p1)n = pn1 = 0, p1 is not invertible and hence p1 ∈ J (A) and pa =
a(p1) = 0. Taking into account Proposition 4, it follows that a ∈ B.

(iii) Let b be a fixed nonzero element in B. If x ∈ J (A), then
also x∗ ∈ J (A) and it follows from (ii) that bx = bx∗ = 0 and so
x ∈ {a ∈ A : ba = ba∗ = 0}. On the other hand, if x ∈ A such that bx =
bx∗ = 0, then x ∈ J (A), since J (A) contains all the zero divisors of A.
Since Ab = B, it is now clear that J (A) = {a ∈ A : ba = ba∗ = 0} =
{a ∈ A : Ba = Ba∗ = 0} = {a ∈ A : aB = a∗B = 0}.

(iv) Let b ∈ B and a ∈ J (A) \B. If a is a *-element, then b ∈
Aa∩aA. If, on the other hand, a is not a *-element, then b ∈ A (a+ a∗) ∩
(a+ a∗)A.

Lemma 8. Let A be a direct sum of rings, A = A1 ⊕A2 ⊕ . . .⊕An, and
let B be a biideal of A. There exist biideals Bk of Ak, k = 1, 2, . . . , n, such
that B ⊆ B1 ⊕B2 ⊕ . . .⊕Bn. In particular, if B is a minimal biideal of
A, then there exist minimal biideals Bk of Ak, k = 1, 2, . . . , n, such that
B ⊆ B1 ⊕B2 ⊕ . . .⊕Bn.

Proof. For each k = 1, 2, . . . , n, consider the epimorphism πk : A1 ⊕A2 ⊕
. . . ⊕ An → Ak given by πk ((a1, a2, . . . , an)) = ak and let πk (B) = Bk.
Then Bk is a biideal of Ak. For b = (b1, b2, . . . , bn) ∈ B, πk (b) = bk and
hence b ∈ B1 ⊕B2 ⊕ . . .⊕Bn. Therefore B ⊆ B1 ⊕B2 ⊕ . . .⊕Bn. Clearly,
if B is a minimal biideal of A, then πk (B) = Bk is a minimal biideal of
Ak, k = 1, 2, . . . , n.

For any prime p, let Ap denote, as usual, the p-component of an
involution ring A. In addition, an involution ring A is said to be a CI-
involution ring if every idempotent in A is central. Now we are in a
position to give the following classification theorem.

Theorem 9. Let A be a CI-involution ring with descending chain condi-
tion on *-biideals. Then A is *-bi-subdirectly irreducible if and only if A
is one of the following rings:

(i) A is a division ring with involution;
(ii) A ∼= D ⊕Dop, where D is a division ring and D ⊕Dop is endowed

with the exchange involution;
(iii) A is a local involution ring of characteristic pn (p prime and n > 1)

with nonzero nilpotent Jacobson radical, having a unique minimal
*-biideal;
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(iv) A ∼= L ⊕ Lop where each of the rings L and Lop is a local ring of
characteristic 2n (n > 1) with nonzero nilpotent Jacobson radical
having a unique minimal biideal and L⊕ Lop is endowed with the
exchange involution;

(v) A is a nilpotent involution p-ring (p prime) having a unique minimal
*-biideal.

Proof. First we prove the direct implication. It is well-known that an
involution ring A has d.c.c. on *-biideals if and only if it is an artinian ring
with artinian Jacobson radical J (A) and J (A) is nilpotent. Moreover,
A = F ⊕ T , where the *-ideal T is the maximal torsion ideal of A and F
is a torsion-free *-ideal with identity and J (A) ⊆ T ([2] , [4] , [10]). Our
assumption on A implies that the intersection of all nonzero *-biideals
of A is a nonzero *-biideal and either A = T = Ap, for some prime p,
or A = F . Suppose that A = Ap. Since A is artinian, either Ap has a
nonzero idempotent or Ap is nilpotent. First, we consider the case when
Ap has a nonzero idempotent. Then Ap has a nonzero idempotent e which
is a *-element. Then e must be the identity of Ap. Indeed, if e is not the
identity of Ap, then eAp and (1 − e)Ap = {a− ea : a ∈ Ap} are nonzero
*-biideals with zero intersection, contradicting our assumption. If e is
the only nonzero idempotent in Ap, then, Ap, being artinian without
nontrivial idempotents, is a local ring of characteristic pn, for some integer
n > 1, having a unique minimal *-biideal, and so (i) or (iii) holds.

If there is another nonzero idempotent element f 6= e in Ap, then
f is not a *-element and ff∗ = 0. Indeed, if ff∗ 6= 0, then ff∗ = 1
and so f = ff∗, which is a contradiction with the fact that f is not a
*-element. Likewise, f∗f = 0. Hence f + f∗ is the identity element of Ap.
Furthermore, Ap = fAp ⊕ f∗Ap, where f and f∗ are the only nonzero
idempotents in fAp and f∗Ap, respectively. Hence each of the ideals
fAp and f∗Ap is a local ring of characteristic pn (n > 1) with nilpotent
Jacobson radical, having a unique minimal biideal. Thus (ii) or (iv) holds.

Notice that if p 6= 2 and S is the unique minimal biideal of fAp, then
{a+ a∗ : a ∈ S} and {a− a∗ : a ∈ S} are two distinct minimal *-biideals
of Ap. If Ap is nilpotent, then (v) holds. Suppose now that A = F . From
Proposition 1 and the fact that A is torsion-free, it follows that A is
either a division ring of characteristic zero or A ∼= D ⊕Dop, where D is
a division ring of characteristic zero and D ⊕ Dop is endowed with the
exchange involution.

Conversely, it is clear that the involution rings in (i) and (ii) are
*-bi-subdirectily irreducible (see [12]), and so are the involution rings
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in (iii) and (v). Taking into consideration Lemma 8, the involution rings
in (iv) have a unique minimal *-biideal, so the descending chain condition
on *biideals implies that these are *-bi-subdirectly irreducible.

3. Involution rings with unique maximal biideal

The next proposition states that an involution ring with identity which
has a unique maximal biideal B is a local involution ring with Jacobson
radical B. The proof is an easy adaptation of the well-known result that
if a ring A with identity has a unique maximal right ideal R, then R is in
fact an ideal of A and R = J (A).

Proposition 10. Let A be an involution ring with identity. If A has a
unique maximal biideal B, then B is a *-ideal of A and B = J (A).

Proof. Let a ∈ A. Then Ba is a biideal of A. If Ba 6= A, then Ba is
contained in a maximal biideal of A. Indeed, it is easily deduced, using
Zorn’s Lemma, that every biideal is contained in a maximal biideal.
Since B is the unique maximal biideal of A, Ba ⊆ B. On the other
hand, if Ba = A, then ba = 1 and b′a = a for certain b, b′ ∈ B. Now
0 6= ab = b′ab ∈ B; hence ab 6= 1 and 1 − b′ is not invertible and so
A(1 − b′) 6= A. But then A(1 − b′) is contained in a maximal biideal; that
is, 1 − b′ ∈ A(1 − b′) ⊆ B, whence 1 ∈ B, which is a contradiction. Thus
Ba = A is impossible and so B is a right ideal of A. Since every right
ideal is a biideal, we have that B is the unique maximal right ideal of
A. As is well-known, B is therefore an ideal of A, it is also the unique
maximal left ideal of A and B = J (A) is a *-ideal of A.

Corollary 11. A ring A with identity has a unique maximal biideal B
if and only if it has a unique maximal right (left) ideal.

Proof. The direct implication was proved in the previous proposition.
Conversely, let A have a unique maximal right ideal R and let B1 be a
maximal biideal of A. Then B1 ⊆ B1A ⊆ R and, since a right ideal is
also a biideal, the maximality of B1 implies that B1 = R.

We now terminate with a result which permits us to conclude that an
involution ring with identity having a unique maximal *-biideal may not
be a local ring.

Proposition 12. If B is a maximal *-biideal of an involution ring A
with identity, then one of the following conditions holds:
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(i) B is a maximal biideal of A;
(ii) there exist maximal biideals K and K∗ of A such that B = K ∩K∗.

Proof. Let B be a maximal *-biideal of A. If B is not a maximal biideal of
A, then B is contained in a maximal biidealK ofA. Since B is closed under
involution, B is also contained in K∗. Now B ⊆ K ∩K∗, where K ∩K∗ is
a *-biideal of A. The maximality of B now implies that B = K ∩K∗.
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Abstract. Base (minimal generating set) of the Sylow 2-
subgroup of S2n is called diagonal if every element of this set acts
non-trivially only on one coordinate, and different elements act on
different coordinates. The Sylow 2-subgroup Pn(2) of S2n acts by
conjugation on the set of all bases. In presented paper the stabilizer
of the set of all diagonal bases in Sn(2) is characterized and the orbits
of the action are determined. It is shown that every orbit contains
exactly 2n−1 diagonal bases and 22

n

−2n bases at all. Recursive
construction of Cayley graphs of Pn(2) on diagonal bases (n > 2) is
proposed.

Introduction

Let n be a positive integer greater then 1 and let p be a prime. By
Pn(p) we denote the Sylow p-subgroup of the symmetric group Spn . In
this paper by base of a group we mean a minimal set of generators of this
group (whitch further is simply called a base).

It is known that

Pn(p) ∼= Cp ≀ Cp ≀ . . . ≀ Cp︸ ︷︷ ︸
n

,

2010 MSC: 20B35, 20D20, 20E22, 05C25.
Key words and phrases: Sylow p-subgroup, group base, wreath product of
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where Cp is a cyclic permutation group of order p. For every finite p-
group G the following equality holds:

Φ(G) = G′ ·Gp,
where Φ(G) is a Frattini subgroup of G (see e.g. [2]). If G = Pn(p) then
G′ = Gp, thus

Φ(Pn(p)) = (Pn(p))′.

So
Pn(p)/(Pn(p))′ ∼= Znp ,

but Znp is a vector space over Zp and every basis of Znp over Zp induces
a base of Pn(p). Thus every base of Pn(p) has exactly n elements. The
group Pn(p) acts on the set of bases of Pn(p) by inner automorphisms.
The purpose of this article is to investigate orbits of this action and
the respective Cayley graphs of Pn(p). We will consider the case p = 2,
because group Pn(2) is of particular interest. Namely group Pn(2) is the
full group of automorphisms of 2-adic rooted tree of height n (see eg. [3])
and the inverse limit of such groups is a group of automorphisms of 2-adic
rooted tree, which is widely investigated because of its properties (for the
survey, see e.g. [1]). On the other hand, p = 2 is also the only case for
which considered diagonal bases generate undirected Cayley graphs.

In Section 2 we recall basic facts about Sylow p-subgroups of symmetric
groups and the polynomial (Kaluzhnin) representation of such subgroups.
Section 3 shows a special type of bases of Sylow 2-subgroups of S2n called
diagonal bases and some of their properties (an exemplary construction
of a diagonal base is presented in [5]). Also in this section we present
some further investigations of these bases, which lead us to the definition
of primal diagonal bases and characterize the orbits of the action of Pn(2)
by inner automorphisms on the set of all diagonal bases. In Section 4 we
present a recursive algorithm for construction of Cayley graphs of Pn(2)
on diagonal bases. In Section 5 we give some examples of Cayley graphs
constructed with the proposed algorithm and present two non-isomorphic
Cayley graphs of P3(n).

1. Preliminaries

Let Xi be the vector of variables x1, x2, . . . , xi. Polynomial representa-
tion of group Pn(p) (see e.g. [4], [6]) states that every element f ∈ Pn(p)
can be written in form

f = [f1, f2(X1), f3(X2), . . . , fn(Xn−1)], (1)
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where f1 ∈ Zp and fi : Zi−1
p → Zp for i = 2, . . . , n are reduced polynomials

from the quotient ring Zp[Xi]/〈xp1 −x1, . . . , x
p
i −xi〉. Following the original

paper of L. Kaluzhnin ([4]) we call such element f a tableau. By [f ]i we
denote the i-th coordinate of tableau f and by f(i) we denote the table

f(i) = [f1, f2(X1), . . . , fi(Xi−1)] ∈ Pi(p),

where i 6 n.
For tableaux f, g ∈ Pn(p), where f has the form (1) and

g = [g1, g2(X1), g3(X2), . . . , gn(Xn−1)]

the product fg has the form

fg =
[
f1 + g1, f2(X1) + g2(x1 + f1), . . . ,

fn(Xn−1) + gn(x1 + f1, x2 + f2(X1), . . . , xn−1 + fn−1(Xn−2))
]
,

and the inverse

f−1 =
[

− f1,−f2(x1 − f1), . . . ,

− fn
(
x1 − f1, x2 − f2(x1 − f1), . . . , xn−1 − fn−1(x1 − f1, . . .)

)]
.

Let B be the set of all bases of Pn(p). Pn(p) acts on the set B by
conjugation:

Bu = 〈u−1B1u, u
−1B2u, . . . , u

−1Bnu〉 (2)

for all B = {B1, . . . , Bn} ∈ B.

Lemma 1. The center of group Pn(p) has the form

Z(Pn(p)) = {[0, . . . , 0, α] : α ∈ Zp}.

Proof. See [4].

Proposition 1. The action (2) of Pn(p) on the set B is semi-regular.

The length of every orbit of this action is equal to p
pn

−1
p−1

−1
.

Proof. An action of a group G on a set X is semi-regular, iff every orbit
of G on X has the same length. Let B = {B1, B2, . . . , Bn} be a base of
Pn(p). For any u ∈ Pn(p) we have Bu = B if and only if u−1Biu = Bi for
every i = 1, . . . , n. Since 〈B1, . . . , Bn〉 = Pn(p), it follows that for every
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g ∈ Pn(2), equality u−1gu = g holds if and only if u ∈ Z(Pn(2)). But
following Lemma 1:

|Z(Pn(p))| = p,

hence the length of orbit containing B is equal to |Pn(p)|
p . Thus the length

of every orbit is the same regardless of the choice of base B. Hence
the action (2) is semi-regular. The length of every orbit is equal to

|Pn(p)|
p

= p
pn

−1
p−1

−1
.

2. Diagonal bases of Pn(2)

From now on we assume that p = 2.

2.1. Definitions and basic facts

Let xn be the monomial x1 ·x2 · . . . ·xn and let xn/xi be the monomial
x1x2 . . . xi−1xi+1 . . . xn for i = 1, . . . , n.

In [6] the authors defined so-called triangular bases of group Pn(p). In
the following article we consider a special type of triangular bases, which
we call diagonal. However, the notion of diagonal bases can be formulated
independently of triangularity.

Definition 1. Base B = {B1, . . . , Bn} ∈ B is called diagonal if for any i,
1 6 i 6 n, the table Bi is i-th coordinative, i.e. [Bi]j = 0 for j 6= i.

It is well known that in every base B of Pn(2) for every i there
exists a tableaux B′ ∈ B which contains a monomial xi−1 on i-th co-
ordinate. Thus, the nonzero coordinates of elements of diagonal base
B = {B1, . . . , Bn} have form [B1]1 = 1 and [Bi]i = bi(Xi−1), where bi
contains monomial xi−1 for every i = 2, . . . , n.

Diagonal bases B = {B1, . . . , Bn} and C = {C1, . . . , Cn} of Pn(2) are
conjugate if there exists element u ∈ Pn(2) such that u−1Bu = C, i.e.

u−1Biu = Ci (3)

for every i = 1, . . . , n.

Definition 2. The length l(m) of a nonzero monomial m = xi1 . . . xik is
the number of variables of this monomial. We assume that l(0) = −1 and
l(1) = 0. The length of the reduced polynomial is equal to the maximal
length of its monomials.
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For every polynomials f and g the following inequality holds:

l(f + g) 6 max{l(f), l(g)}.

Definition 3. Reduced polynomial fn : Zn−1
2 → Z2 is called primal if

fn = xn−1 + βn(Xn−1),

where l(βn) 6 n− 3.

Diagonal base B = {B1, . . . , Bn} is called primal if [Bn]n is primal
polynomial.

Let δ(Pn(2)) and δ′(Pn(2)) be the numbers of different diagonal bases
and different primal diagonal bases of Pn(2), respectively.

Theorem 1. The following equalities holds:

δ(Pn(2)) = 22n−(n+1) and δ′(Pn(2)) = 22n−2n.

Proof. Let B = {B1, . . . , Bn} be a diagonal base of Pn(2), i.e. every
tableau Bi has on i-th coordinate a polynomial of length i−1 for 1 6 i 6 n.
Every polynomial [Bi]i contains monomial xi−1. There are 2i−1 monomials
on variables x1, . . . , xi−1. Thus there are 22i−1−1 polynomials on (i− 1)
variables, which length equal to i− 1. So the number of diagonal bases of
Pn(2) is equal to

n−1∏

i=0

22i−1 = 2γ ,

where γ =
∑n−1
i=0 (2i − 1) = 2n − (n+ 1).

Let B be a primal diagonal base, i.e. [Bn]n be the primal polynomial.
There are 22n−1−n primal polynomials on (n−1) variables. So the number
of different primal diagonal bases of Pn(2) is equal to

(
n−2∏

i=0

22i−1

)
· 22n−1−n = 2γ

′

,

where γ′ =
(∑n−2

i=0 (2i − 1)
)

+ 2n−1 − n = 2n−1 − n+ 2n−1 − n = 2n − 2n.
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2.2. Properties of diagonal bases

Let
Λ = {[λ1, . . . , λn] : λi ∈ Z2, 1 6 i 6 n}

be an maximal elementary abelian 2-subgroup of group Pn(2). For any
λ = [λ1, . . . , λn] ∈ Λ and vector Xn−1 we denote

Xn−1 + λ = (x1 + λ1, . . . , xn−1 + λn−1).

We can define the left and right actions of group Λ on the set of
reduced polynomial on (n − 1) variables in the following way. For a
reduced polynomial f : Zn−1

2 → Z2 and λ = [λ1, . . . , λn] ∈ Λ let

λ ⋆ f(Xn−1) = f(Xn−1 + λ) + λn and f(Xn−1) ⋆ λ = f(Xn−1) + λn.

As we can can see, this actions resemble the multiplication of tables
in Pn(p).

Lemma 2. Let λ = [λ1, . . . , λn] ∈ Λ and let f(Xn−1) = xn−1. Then

λ−1 ⋆ f(Xn−1) ⋆ λ = xn−1 +
n−1∑

i=1

λi(xn−1/xi) + h(Xn−1),

where h is some reduced polynomial such that l(h) 6 n− 3.

Proof. We have

λ−1 ⋆ f(Xn−1) = (x1 + λ1)(x2 + λ2) . . . (xn−1 + λn−1) + λn

= x1x2. . .xn−1+(λ1x2. . .xn−1+λ2x1x3. . .xn−1+. . .+λn−1x1. . .xn−2)

+ . . .+ λ1λ2 . . . λn−1 + λn

= xn−1 +
n−1∑

i=1

λi(xn−1/xi) + h(Xn−1) + λn,

where h is some reduced polynomial such that l(h) 6 n− 3. Thus

λ−1 ⋆ f(Xn−1) ⋆ λ = xn−1 +
n−1∑

i=1

λi(xn−1/xi) + h(Xn−1) + λn + λn

= xn−1 +
n−1∑

i=1

λi(xn−1/xi) + h(Xn−1).

There is also an important relation between polynomials of maximal
length and the primal polynomials.
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Lemma 3. For every reduced polynomial f : Zn−1
2 → Z2 such that

l(f) = n − 1, there exists a tableau λ ∈ Λ such that λ−1 ⋆ f ⋆ λ is the
primal polynomial.

Proof. Every polynomial f(Xn−1) such that l(f) = n− 1 can be written
in the form

f(Xn−1) = xn−1 +
n−1∑

i=1

αi(xn−1/xi) + h(Xn−1),

where αi ∈ Z2 for i = 1, . . . , n− 1 and l(h) 6 n− 3.

Let f1(Xn−1) = xn−1 and f
(i)
2 (Xn−1) = αi(xn−1/xi) for every i =

1, . . . , n− 1. Then

f = f1 +
n−1∑

i=1

f
(i)
2 + h

and

λ−1 ⋆ f ⋆ λ = λ−1 ⋆ f1 ⋆ λ+
n−1∑

i=1

(λ−1 ⋆ f
(i)
2 ⋆ λ) + λ−1 ⋆ h ⋆ λ. (4)

We construct the tableau λ using coefficients αi from the polynomial f in
form λ = [α1, . . . , αn−1, un], where un ∈ Z2 is fixed. Let us investigate
the form of sum (4). From Lemma 2 we have

λ−1 ⋆ f1(Xn−1) ⋆ λ = xn−1 +
n−1∑

i=1

αi(xn−1/xi) + h′(Xn−1)

where h′ is some reduced polynomial such that l(h′) 6 n− 3, and

λ−1 ⋆ f
(i)
2 (Xn−1) ⋆ λ =αi(xn−1/xi)

+ αi

n−1∑

j=1,j 6=i

βj
(
(xn−1/xi)/xj

)
+ αik

(i)(Xn−1),

where βj ∈ Z2 and k(i) is some reduced polynomial such that l(k(i)) 6 n−4.
Thus

n−1∑

i=1

(
λ−1 ⋆ f

(i)
2 (Xn−1) ⋆ λ

)

=
n−1∑

i=1

αi


xn−1/xi +

n−1∑

j=1,j 6=i

βj
(
(xn−1/xi)/xj

)
+ k(i)(Xn−1)



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=
n−1∑

i=1

αi(xn−1/xi) + h′′(Xn−1),

where h′′ is some reduced polynomial such that l(h′′) 6 n− 3.
The last element in sum (4) has the form

λ−1 ⋆ h(Xn−1) ⋆ λ = h′′′
n (Xn−1),

where h′′′ is some reduced polynomial such that l(h′′′) 6 n − 3. Thus
finally

λ−1 ⋆ f(Xn−1) ⋆ λ = xn−1 +
n−1∑

i=1

αi(xn−1/xi) + h′(Xn−1)

+
n−1∑

i=1

αi(xn−1/xi) + h′′(Xn−1) + h′′′(Xn−1)

= xn−1 + h′(Xn−1) + h′′(Xn−1) + h′′′(Xn−1)

= xn−1 + b(Xn−1),

where b = h′ + h′′ + h′′′ and l(b) 6 n − 3. So λ−1 ⋆ f ⋆ λ is a primal
polynomial.

Theorem 2. Every

f = [0, 0, . . . , 0, fn(Xn−1)] ∈ Pn(2)

where l(fn) = n− 1, is conjugate to a tableau

b = [0, 0, . . . , 0, bn(Xn−1)],

where bn is the primal polynomial.

Proof. Similarly like in the proof of Lemma 3, tableau f can be written
in form

f =

[
0, . . . , 0, xn−1 +

n−1∑

i=1

αi(xn−1/xi) + hn(Xn−1)

]
,

where αi ∈ Z2 for i = 1, . . . , n− 1 and l(hn) 6 n− 3.
Let us construct the tableau u using coefficients αi from tableau f .

Let u = [α1, . . . , αn−1, un], where un ∈ Z2 is fixed. Notice that u ∈ Λ. Of
course the equality

[u−1fu]j = 0

holds for every j = 1, . . . , n− 1. From Lemma 3 we get that [u−1fu]n is
the primal polynomial.
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Let us denote the set of all diagonal bases of Pn(2) by D. Now we
describe stabilizer of the set D in the group Pn(2) with respect to the
action (2).

Theorem 3. The stabilizer of the subset D ⊂ B in the group Pn(2) acting
on the set B according to (2) is equal to Λ. The kernel of this action
coincide with the center of Pn(2).

Proof. To show that Λ is the stabilizer of D we have to prove the following.
1) If B = {B1, . . . , Bn} is a diagonal base of Pn(2) and λ ∈ Λ, then

λ−1Bλ is a diagonal base of Pn(2).
2) For every diagonal bases B = {B1, . . . , Bn} and C = {C1, . . . , Cn}

of Pn(2) if there exists u ∈ Pn(2) such that u−1Bu = C, then u ∈ Λ.
A set conjugate to a base is always a base. Let 1 6 s 6 n and letBs ∈ Pn(2)
be a tableau with the only nonzero element on its s-th coordinate. Let
j 6= s. Then

[λ−1Bsλ]j = 0.

Thus the first condition is proved.
We now prove the second condition. Let [B1]1 = 1 and [Bi]i = bi(Xi−1)

for i = 2, . . . , n. Base B is diagonal, so bi(Xi−1) 6= 0 for every i = 2, . . . , n.
Let

u = [α1, u2(X1), . . . , un(Xn)].

We will show that for every s = 1, . . . , n− 1, the reduced polynomial ui
for i = 2, . . . , n does not contain variable xs. Variable xs can be contained
only in polynomials ui for which i > s. Every such polynomial can be
described as

ui(Xi−1) = u′
i(Xi−1) · xs + u′′

i (Xi−1),

where polynomials u′
i and u′′

i do not contain variable xs. Equality
u−1Bsu = Cs can be written in form Bsu = uCs. Thus

[Bsu]k = [uCs]k (5)

for every k = 1, . . . , n. For k > s we have [Bs]k = [Cs]k = 0, so in this
case

[Bsu]k = 0 + u′
i(Xi−1) · (xs + bi(Xi−1)) + u′′

i (Xi−1)

= u′
i(Xi−1) · xs + u′

i(Xi−1) · bi(Xi−1) + u′′
i (Xi−1)

and

[uCs]k = u′
i(Xi−1) · xs + u′′

i (Xi−1) + 0 = u′
i(Xi−1) · xs + u′′

i (Xi−1).
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Thus

[Bsu]k = [uCs]k,

u′
i(Xi−1)xs + u′

i(Xi−1) bi(Xi−1) + u′′
i (Xi−1) = u′

i(Xi−1)xs + u′′
i (Xi−1),

u′
i(Xi−1) bi(Xi−1) = 0.

We know that bi(Xi−1) 6= 0, so u′
i(Xi−1) = 0 and hence

ui = 0 · xs + u′′
i (Xi−1) = u′′

i (Xi−1),

where u′′
i does not contain variable xs.

We have shown that any variable xs for 1 6 s 6 n is not contained in
polynomials ui for i = 2, . . . , n, so ui(Xi−1) = αi, where αi is constant
and hence u = [α1, α2, . . . , αn] ∈ Λ. Thus indeed Λ is the stabilizer of
σ on D. Lemma 1 implies that the center of Pn(2) contains only the
tableaux [0, . . . , 0, 0] and [0, . . . , 0, 1].

Let

bn(Xn−1) = xn−1 +
n−1∑

i=1

αi(xn−1/xi) + βn(Xn−1),

where βn is some reduced polynomial such that l(βn) 6 n− 3. Thus

bn(x1 +λ1, . . . , xn−1 +λn−1) = xn−1 +
n−1∑

i=1

(αi+λi)(xn−1/xi)+βn(Xn−1),

where βn is a reduced polynomial such that l(βn) 6 n−3. So the necessary
condition for the equality λ−1Bnλ = Bn to hold is

αi = αi + λi

for all i = 1, . . . , n− 1. So λi = 0 for all such i. It follows that βn = βn.
Hence

λ−1Bnλ = Bn

if and only if λ1 = . . . = λn−1 = 0.

Corollary 1. If B and C are two conjugated diagonal bases of Pn(2)
such that for tableaux u, v ∈ Λ the following equalities hold:

u−1Bu = C and v−1Bv = C,

then
u = v + [0, . . . , 0, α],

where α ∈ Z2.
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2.3. Properties of primal diagonal bases

Let B = {B1, . . . , Bn} be a diagonal base of Pn(2). Theorem 2 implies
that tableau Bn is conjugate with some tableau Cn = [0, . . . , 0, cn(Xn−1)],
where cn is the primal polynomial. As we could see in the proof of
Theorem 2, the tableau u which conjugate tableaux Bn and Cn belongs
to the subgroup Λ. Thus, by Theorem 3 we can formulate

Corollary 2. Every diagonal base of Pn(2) is conjugate to some primal
diagonal base.

Primal diagonal bases have another important property.

Theorem 4. If B and C are different primal diagonal bases of Pn(2),
then B and C are not conjugated.

Proof. Let us assume that bases

B = {B1, . . . , Bn} and C = {C1, . . . , Cn}

are conjugated. Then according to Theorem 3 there exists tableau u ∈ Λ
such that

u−1Bu = C. (6)

Let

Bn = [0, . . . , 0, xn−1 + βn(Xn−1)], where l(βn) 6 n− 3,

and

Cn = [0, . . . , 0, xn−1 + γn(Xn−1)], where l(γn) 6 n− 3.

From (6) we get the equality

[u−1Bnu]n = [Cn]n. (7)

By Lemma 2, we have

[u−1Bnu]n = xn−1 +
n−1∑

i=1

ui(xn−1/xi) + h(Xn−1),

where l(h) 6 n− 2. So equation (7) implies that

xn−1 +
n−1∑

i=1

ui(xn−1/xi) + h(Xn−1) = xn−1 + γn(Xn−1).
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Thus h(Xn−1) = γn(Xn−1) and ui(xn−1/xi) = 0 for every i = 1, . . . , n−1,
so ui = 0 for every i = 1, . . . , n − 1, that is, u = [0, . . . , 0, un]. But if
u = [0, . . . , 0, un] then u−1Bu = B and from (6) we get that B = C, which
contradicts the assumption that B and C are different primal diagonal
bases.

The orbit of Pn(2) on B by action (2) which contains a diagonal base
is called D-orbit. Summing up previous results we can formulate following

Theorem 5. The following statement holds:
1) every D-orbit contains exactly one primal diagonal base;
2) every D-orbit contains exactly 2n−1 diagonal bases and 22n−2 bases

at all;
3) the number of different D-orbits is equal to 22n−2n.

Proof. 1) Corollary 2 states that every diagonal base is conjugate with
some primal diagonal base. Thus every D-orbit contains a primal diagonal
base. From Theorem 4 we get that this primal diagonal base is unique in
every D-orbit.

2) From Theorem 3 we know that the elements which conjugate
diagonal bases are of form u = [u1, . . . , un−1, un], where ui ∈ Z2 for
i = 1, . . . , n. Theorem 3 also states that conjugation does not depend
on un, so the number of conjugated diagonal bases is equal to the number
of different tableaux of the form [u1, . . . , un−1, 0]. There are 2n−1 such
tableaux. The number of all bases in single D-orbit is determined by
Theorem 1.

3) Every D-orbit contains exactly one primal diagonal base, so the
number of D-orbits is equal to the number of different primal diagonal
bases, which is equal to 22n − 2n by Theorem 1.

3. Cayley graphs of Pn(2) on diagonal bases

We recall the definition of Cayley graphs.

Definition 4. Let G be a group and S be a set of generators of G. The
Cayley graph of group G on set S is a graph Cay(G,S) in which vertex
set is equal to G and two vertices u, v are connected by an edge iff there
exists s ∈ S such that u = v · s. Such edge will be denoted as uv.

If S = S−1, then Cay(G,S) is undirected. Thus Cayley graphs of Pn(2)
on diagonal bases are undirected.

From now on in this section we assume that n > 2.
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Let B = {B1, . . . , Bn} be a diagonal base of Pn(2). By Theorem 5 base
B is in the same orbit with some primal diagonal base D = {D1, . . . , Dn},
so

Cay(Pn(2), B) ∼= Cay(Pn(2), D).

Thus investigation of Cayley graphs of P2(n) on diagonal bases is equiva-
lent with investigation of Cayley graphs only on primal diagonal bases.

Let B′ = {(B1)(n−1), . . . , (Bn−1)(n−1)}. Set B′ is a diagonal base of
group Pn−1(2).

Theorem 6. Let D = {D1, . . . , Dn−1, Dn} be a diagonal base of Pn(2)
and let D′ = {(D1)(n−1), . . . , (Dn−1)(n−1)} be a diagonal base of Pn−1(2).
Let Γ be a graph obtained from Cay(Pn(2), D) by removing edges of form
uDn for every u ∈ Pn(2). Then

1) Γ is not connected;
2) Γ contains 22n−1

connected components;
3) every connected component of Γ is isomorphic to the Cayley graph

Cay(Pn−1(2), D′).

Proof. Let (Dj1 , Dj2 , . . . , Djl) be a tuple of (not necessarily different)
elements of D\{Dn}, i.e. Djk ∈ {D1, . . . , Dn−1} for every k = 1, . . . , l.
Thus [

l∏

k=1

Dik

]

n

= 0. (8)

We now prove stated properties.

1) Consider vertices f1 = [0, . . . , 0] and f2 = [0, . . . , 0, 1] of graph Γ.
Equality (8) implies that

[
f1 ·

l∏

k=1

Dik

]

n

= 0.

Thus in Γ there is no path from vertex f1 to vertex f2, which implies that
Γ is not connected.

2) Let f = [0, . . . , 0, fn(Xn−1)]. Equality (8) implies that

[
f ·

l∏

k=1

Dik

]

n

= fn(Xn−1).

Thus if g = [0, . . . , 0, gn(Xn−1)] and gn 6= fn, then vertices f and g are
contained in different connected components of Γ.
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Let f ′ be a tableau for which [f ′]n = [f ]n. Set D′ is a base of Pn−1(2),
and there exists a set {Dj1 , Dj2 , . . . , Djl} of elements of D\{Dn} such
that

f ′ ·
l∏

k=1

Dik = f.

Thus every vertex
f ′ = [f1, . . . , fn(Xn−1)]

of Γ is contained in the same connected component of Γ as vertices of the
form

[0, . . . , 0, fn(Xn−1)], (9)

and different vertices of form (9) lays in different connected components
of Γ, so the number of connected component of Γ is equal to the number
of different reduced polynomials fn : Zn−1

2 → Z2, which is equal to 22n−1
.

3) We have shown that every connected component of Γ contains
a vertex made of tableaux with fixed last coordinate. Let Vfn be the
subgroup of Pn(2) such that if g ∈ Vfn iff [gn] = fn. Thus Vfn

∼= Pn−1(2),
hence

Cay(Vfn , D
′) ∼= Cay(Pn−1(2), D′).

Theorem 6 implies the recurrent construction of Cayley graphs of Pn(2)
on primal diagonal bases. Let D = {D1, . . . , Dn} be a primal diagonal
base of Pn(2). Graph Cay(Pn(2), D) can be constructed in following way.

1) We construct 22n−1
Cayley graphs Cay(Pn−1(2), D′), where

D′ = {(D1)(n−1), . . . , (Dn−1)(n−1)}.

Every such Cayley graph may be labeled with a different reduced poly-
nomial fn : Zn−1

2 → Z2. Denote the Cayley graph corresponding to
polynomial fn by Cayfn

.
2) In every graph Cayfn

we replace the set of vertices V (Cayfn
) =

Pn−1(2) by the set of vertices V ′ ⊂ Pn(2) in following way: we replace
u = [u1, . . . , un−1(Xn−2)] by

u′ = [u1, . . . , un−1(Xn−2), fn(Xn−1)]

for every u ∈ V (Cayfn
).

3) For every pair of vertices u′, v′ of obtained graph, if u′Bn = v′,
then we add an edge u′v′.

So in the construction we need to start with the case n = 2, which is
presented in the next section.
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Above construction suggests the dependence between Cayley graphs
and Schreier coset graphs on diagonal bases of Pn(2).

Let us recall the definition of the latter graphs.

Definition 5. Let G be a group, S be a set of generators of G and H
be a subgroup of finite index in G. The Schreier coset graph Sch(G,S,H)
is a graph whose vertices are the right cosets of H in G and two vertices
Hu and Hv are connected by an edge iff there exists s ∈ S such that
Hu = Hv · s.

Let us notice that every Cayley graph of group G is a Schreier coset
graph of G in which H is a trivial subgroup.

We consider a subgroup Pn(2) of group Pn(2) in which in every
tableuax the last coordinate is equal to 0, i.e. if f ∈ Pn(2),then

f = [f1, f2(X1), . . . , fn−1(Xn−2), 0].

Of course Pn(2) ∼= Pn−1(2).

Theorem 7. Let D = {D1, . . . , Dn} be a diagonal base of Pn(2). Then
the following conditions hold.

1) Two vertices Pn(2)u and Pn(2)v of graph Sch(Pn(2), D, Pn(2)) are
connected by an edge, iff

Pn(2)u = Pn(2)v ·Dn.

2) Graph Sch(Pn(2), D, Pn(2)) is bipartite.

Proof. If i = 1, . . . , n− 1, then [Di]n = 0. Thus in this case

Pn(2)u ·Di = Pn(2)u,

so elements D1, . . . , Dn−1 do not generate edges of Sch(Pn(2), D, Pn(2)).

We now prove the second statement.

Vertex set V (Sch) can be described as a sum of sets V1 and V2, where
V1 is made of cosets in which the last coordinate in all tableaux in this
coset is a polynomial which contains a monomial xn−1 and V2 is made of
cosets in which the last coordinate in all tableaux are polynomials which
do not contain such a monomial. [Dn]n contains a monomial xn−1, thus
for every Pn(2)v1 ∈ V1 and Pn(2)v2 ∈ V2:

Pn(2)v1 ·Dn ∈ V2 and Pn(2)v2 ·Dn ∈ V1.
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Hence for diagonal base D = {D1, . . . , Dn} we can obtain a Cayley
graph Cay(Pn(2)) from a graph Sch(Pn(2), D, Pn(2)) by replacing every
vertex of Sch(Pn(2), D, Pn(2)) by a graph Cay(Pn−1(2), D′) and replacing
every edge of Sch(Pn(2), D, Pn(2)) by a set of corresponding edges between
elements Pn(2) due to generator Dn (see point 3 of above construction).

4. Cayley graphs of Pn(2) for small n

4.1. The case n = 2

Group P2(2) is isomorphic with the dihedral group D4. It has two
different diagonal bases and 12 different bases at all. The list of bases is
as follows:

B1 = D1 = {[1, 0], [0, x1]}, B2 = D2 = {[1, 0], [0, x1 + 1]},
B3 = {[1, 1], [0, x1]}, B4 = {[1, 1], [0, x1 + 1]},
B5 = {[1, 0], [1, x1]}, B6 = {[1, 0], [1, x1 + 1]},
B7 = {[1, 1], [1, x1]}, B8 = {[1, 1], [1, x1 + 1]},
B9 = {[0, x1], [1, x1]}, B10 = {[0, x1], [1, x1 + 1]},
B11 = {[0, x1 + 1], [1, x1]}, B12 = {[0, x1 + 1], [1, x1 + 1]}.

The only primal diagonal base in Pn(2) is B1. The action on the set of
all bases has 3 different orbits of length 4:

O1 = {D1, D2, B3, B4}, O2 = {B5, B6, B7, B8},
O3 = {B9, B10, B11, B12}.

The orbit O1 is the only D-orbit. Cayley graphs of P2(2) on bases from
O2 and O3 are isomorphic (Fig. 1).

Figure 1. Cayley graphs of P2(2) in bases from respective orbits.
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4.2. The case n = 3

There are four different primal diagonal bases of P3(2):

D1 = {[1, 0, 0], [0, x1, 0], [0, 0, x1x2]},
D2 = {[1, 0, 0], [0, x1, 0], [0, 0, x1x2 + 1]},
D3 = {[1, 0, 0], [0, x1 + 1, 0], [0, 0, x1x2]},
D4 = {[1, 0, 0], [0, x1 + 1, 0], [0, 0, x1x2 + 1]},

Thus there are four different D-orbits and every such orbit contains exactly
four diagonal bases and exactly 60 bases, which are not diagonal. Schreier
coset graph Sch(P3(2), D, P 3(2)) on bases from orbits D-orbits have form
presented in Figure 2.

0 x1 x2 x1+x2+1 x1+x2 x2+1 x1+1 1

x1x2 x1x2+x1 x1x2+x2

x1x2+x1+x2+1

x1x2+x1+x2

x1x2+x2+1

x1x2+x1+1

x1x2+1

Figure 2. Sch(P3(2), D, P 3(2)), where D is a diagonal base (vertex indexed
by polynomials on last coordinate).

As we can see, Sch(P3(2), D, P 3(2)) is a 4-regular bipartite graph.
Every edge of this graph corresponds to connections with subgraphs
isomorphic to Cay(P2(2), D′) (i.e. undirected cycle on 8 vertices, see 5.1).
Every such connected cycles in Cay(P3(2), D) are connected by two edges
and form of connection depends of bases (Fig. 3)

Thus the length of the shortest cycle in graphs on bases D1 and D2 is
equal to 8, and length of the shortest cycle in graphs on bases D3 and D4

is equal to 4. This means that these Cayley graphs of P3(2) on diagonal
bases are not isomorphic.
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Figure 3. Connections between subgraphs of Cay(P3(2), D) isomorphic with
Cay(P2(2), D′) for different diagonal bases.

References

[1] A. Bier, V. Sushchansky Kaluzhnin’s representations of Sylow p-subgroups of au-
tomorphism groups of p-adic rooted trees Algebra Discrete Math., 19:1 (2015),
19-38.

[2] D. Gorenstein, Finite Groups, Harper’s series in modern mathematics, Now York,
Harper & Row, 1968.

[3] R. I. Grigorchuk, V. V. Nekrashevych, V. I. Sushchanskii, Automata, Dynamical
Systems, and Groups, Proc. Steklov Inst. Math. v.231 (2000), 134-214

[4] L. Kaluzhnin, La structure des p-groupes de Sylow des groupes symetriques finis,
Ann. Sci. l’Ecole Norm. Sup. 65 (1948), 239–272.

[5] B. Pawlik, Involutive bases of Sylow 2-subgroups of symmetric and alternating
groups, Zesz. Nauk. Pol. Sl., Mat. Stos. 5 (2015), 35–42.

[6] V. Sushchansky, A. Słupik, Minimal generating sets and Cayley graphs of Sylow
p-subgroups of finite symmetric groups, Algebra Discrete Math., no. 4, (2009),
167–184.

Contact information

B. Pawlik Institute of Mathematics
Silesian University of Technology
ul. Kaszubska 23, 44-100 Gliwice, Poland
E-Mail(s): bartlomiej.pawlik@polsl.pl

Received by the editors: 10.04.2016
and in final form 30.05.2016.



Algebra and Discrete Mathematics RESEARCH ARTICLE
Volume 21 (2016). Number 2, pp. 282–286

© Journal “Algebra and Discrete Mathematics”

The comb-like representations of cellular ordinal
balleans

Igor Protasov and Ksenia Protasova

Abstract. Given two ordinal λ and γ, let f : [0, λ) → [0, γ)
be a function such that, for each α < γ, sup{f(t) : t ∈ [0, α]} < γ.
We define a mapping df : [0, λ) × [0, λ) −→ [0, γ) by the rule: if
x < y then df (x, y) = df (y, x) = sup{f(t) : t ∈ (x, y]}, d(x, x) = 0.
The pair ([0, λ), df ) is called a γ−comb defined by f . We show
that each cellular ordinal ballean can be represented as a γ−comb.
In General Asymptology, cellular ordinal balleans play a part of
ultrametric spaces.

Introduction

In [3], a function f : [0, 1] → [0,∞) is called a comb if, for every
ε > 0, the set {t ∈ [0, 1] : f(t) > ε} is finite. Each comb f defines a
pseudo-metric df on the set If = {t ∈ [0, 1] : f(t) = 0} by the rule: if
x < y then

df (x, y) = max{f(t) : t ∈ (x, y)},
df (y, x) = df (x, y), d(x, x) = 0.

After some reduced completion of (If , df ), the authors get a compact
ultrametric space and show that each compact ultrametric space with no
isolated points can be obtained in this way.

In this note, we modify the basic construction from [3] to get the
comb-like representations of cellular ordinal balleans which, in General
Asymptology [7], play a part of ultrametric spaces.

2010 MSC: 54A05, 54E15, 54E30.
Key words and phrases: ultrametric space, cellular ballean, ordinal ballean,

(λ, γ)−comb.
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1. Balleans

Following [5], [7], we say that a ball structure is a triple B = (X,P,B),
where X, P are non-empty sets, and for all x ∈ X and α ∈ P , B(x, α) is
a subset of X which is called a ball of radius α around x. It is supposed
that x ∈ B(x, α) for all x ∈ X, α ∈ P . The set X is called the support
of B, P is called the set of radii.

Given any x ∈ X, A ⊆ X, α ∈ P , we set

B∗(x, α) = {y ∈ X : x ∈ B(y, α)},

B(A,α) =
⋃

a∈A

B(a, α) and B∗(A,α) =
⋃

a∈A

B∗(a, α).

A ball structure B = (X,P,B) is called a ballean if

• for any α, β ∈ P , there exist α′, β′ ∈ P such that, for every x ∈ X,

B(x, α) ⊆ B∗(x, α′) and B∗(x, β) ⊆ B(x, β′);

• for any α, β ∈ P , there exists γ ∈ P such that, for every x ∈ X,

B(B(x, α), β) ⊆ B(x, γ);

• for any x, y ∈ X, there exists α ∈ P such that y ∈ B(x, α).

We note that a ballean can be considered as an asymptotic counterpart
of a uniform space, and could be defined [8] in terms of the entourages of
the diagonal ∆X = {(x, x) : x ∈ X} in X ×X. In this case a ballean is
called a coarse structure.

For categorical look at the balleans and coarse structures as “two faces
of the same coin” see [2].

Let B =(X,P,B), B′ =(X ′, P ′, B′) be balleans. A mapping f : X → X ′

is called a ≺-mapping if, for every α ∈ P , there exists α′ ∈ P ′ such that,
for every x ∈ X, f(B(x, α)) ⊆ B′(f(x), α′).

A bijection f : X → X ′ is called an asymorphism between B and B′ if
f and f−1 are ≺-mappings. In this case B and B′ are called asymorphic.

Given a ballean B = (X,P,B), we define a preodering < on P by the
rule: α < β if and only if B(x, α) ⊆ B(x, β) for each x ∈ X. A subset P ′

of P is called cofinal if, for every α ∈ P , there exists α′ ∈ P ′ such that
α < α′. A ballean B is called ordinal if there exists a cofinal well-ordered
(by <) subset P ′ of P .

For a ballean B = (X,P,B), x, y ∈ X and α ∈ P , we say that x and
y are α-path connected if there exists a finite sequence x0, . . . , xn, x0 = x,
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xn = y such that xi+1 ∈ B(xi, α) for each i ∈ {0, . . . , n − 1}. For any
x ∈ X and α ∈ P , we set

B⋄(x, α) = {y ∈ X : x, y are α-path connected},

and say that the ballean B⋄ = (X,P,B⋄) is a cellularization of B. A
ballean B is called cellular if the identity id : X → X is an asymorphism
between B and B⋄.

Each metric space (X, d) defines a metric ballean

B(X, d) = (X,R+, Bα),

where Bd(x, r) = {y ∈ X : d(x, y) 6 r}. Clearly, B(X, d) is ordinal and, if
d is an ultrametric then B(X, d) is cellular.

For examples, decompositions and classification of cellular ordinal
balleans see [1], [2], [4], [6].

2. Representations

For ordinals α, β, α < β, we use the standard notations

[α, β] = {t : α 6 t 6 β}, [α, β) = {t : α 6 t < β},
(α, β] = {t : α < t 6 β}.

LetX be a set and γ be an ordinal. We say that a mapping d : X×X →
[0, γ) is a γ-ultrametric if d(x, x) = 0, d(x, y) = d(y, x) and

d(x, y) 6 max{d(x, z), d(z, y)}.

Clearly, each ultrametric space with integer valued metric is an ω-
ultrametric space. By [7, Theorem 3.1.1], every cellular metrizable ballean
is asymorphic to some ω-ultrametric space.

Given two γ-ultrametric spaces (X, d), (X ′, d′), a bijection h : X → X ′

is called an isometry if, for any x, y ∈ X, we have

d(x, y) = d′(h(x), h(y)).

Now let λ, γ be ordinal and f : [0, λ) → [0, γ) be a function such
that, for each α < λ, sup{f(t) : t ∈ [0, α]} < γ. We define a mapping
df : [0, λ) × [0, λ) → [0, γ) by the rule: if x < y then

df (x, y) = df (y, x) = sup{f(t) : t ∈ (x, y]}, d(x, x) = 0,

and say that ([0, λ), df ) is a γ-comb determined by f . Evidently, each
γ-comb is a γ-ultrametric space.
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Theorem. Every γ-ultrametric space (X, d) is isometric to some γ-comb
([0, λ), df ).

Proof. We proceed on induction by γ. For γ = 1, we just enumerate X
as [0, λ) and take f ≡ 0. Assume that we have proved the statement for
all ordinals less than γ and consider two cases.

Case 1. Let γ is not a limit ordinal, so γ = γ′ + 1. We partition X =⋃{Xδ : δ ∈ [0, ν)} into classes of the equivalence ∼ defined by x ∼ y if and
only if d(x, y) < γ′. If δ < δ′ < ν and x ∈ Xδ, y ∈ Xδ′ then d(x, y) = γ′.

By the inductive hypothesis, each Xδ is isometric to some γ′-comb
([0, λδ), dfδ

). We replace inductively each δ ∈ [0, ν) with consecutive
intervals {[lδ, lδ+λδ) : δ ∈ [0, ν)}, l0 = 0 and define a function f : [0, λ) →
[0, γ), [0, λ) =

⋃{[lδ, lδ + λδ) : δ ∈ [0, ν)} as follows. We put f = f0

on [0, λ0). If δ > 0 then we put f(lδ) = γ′ and f(lδ + x) = fδ(x) for
x ∈ (0, λδ).

After |ν| steps, we get the desired γ-comb ([0, λ), df ).

Case 2. γ is a limit ordinal. We fix some x0 ∈ X and, for each δ < γ,
denote Xδ = {x ∈ X : d(x0, x) < δ}. By the inductive hypothesis, there
is an isometry hδ : Xδ → ([0, λδ), dfδ

). Moreover, in view of Case 1, fδ+1

and hδ+1 can be chosen as the extensions of fδ and hδ. Hence, we can use
induction by δ to get the desired γ-comb and isometry.

Every γ-ultrametric space (X, d) can be considered as the ballean
(X, [0, γ), Bd), where Bd(x, α) = {y ∈ X : d(x, y) 6 α}.

On the other hand, let (X,P,B) be a cellular ordinal ballean. We may
suppose that P = [0, γ) and B(x, α) = B⋄(x, α) for all x ∈ X, α ∈ [0, γ).
We define a γ-ultrametric d on X by d(x, y) = min{α ∈ [0, γ) : y ∈
B(x, α)}. Then (X,P,B) is asymorphic to (X, d).

Corollary. Every cellular ordinal ballean is asymorphic to some γ-comb.
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Weak Frobenius monads
and Frobenius bimodules

Robert Wisbauer∗

Abstract. As observed by Eilenberg and Moore (1965),
for a monad F with right adjoint comonad G on any category A,
the category of unital F -modules AF is isomorphic to the category
of counital G-comodules AG. The monad F is Frobenius provided
we have F = G and then AF ≃ AF . Here we investigate which
kind of isomorphisms can be obtained for non-unital monads and
non-counital comonads. For this we observe that the mentioned iso-
morphism is in fact an isomorphisms between AF and the category of
bimodules AF

F subject to certain compatibility conditions (Frobenius
bimodules). Eventually we obtain that for a weak monad (F,m, η)
and a weak comonad (F, δ, ε) satisfying Fm · δF = δ ·m = mF ·Fδ
and m · Fη = Fε · δ, the category of compatible F -modules is iso-
morphic to the category of compatible Frobenius bimodules and
the category of compatible F -comodules.

Introduction

A monad (F,m, η) on a category A is called a Frobenius monad pro-
vided the functor F is (right) adjoint to itself (e.g. Street [6]). Then F also
allows for a comonad structure (F, δ, ε) and the (Eilenberg-Moore) cate-
gory AF of F -modules is isomorphic to the category AF of F -comodules.
As shown in [5, Theorem 3.13], this isomorphism characterises a functor
with monad and comonad structure as Frobenius monad. It is not diffi-
cult to see that the categories AF and AF are in fact isomorphic to the

∗The author wants to thank Bachuki Mesablishvili for proofreading.
2010 MSC: 18A40, 18C20, 16T1.
Key words and phrases: pairing of functors; adjoint functors; weak (co)monads;

Frobenius monads; firm modules; cofirm comodules; separability.
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category AFF of (unital and counital) Frobenius bimodules. In this setting
units and counits play a crucial role.

Here we are concerned with the question what is left from these
correspondences when the conditions on units and counits are weakened.
An elementary approach to this setting is offered in [7] and [8] where
adjunctions between functors are replaced by regular pairings (L,R) of
functors L : A → B, R : B → A (see 1.4). The composition LR (resp. RL)
yields endofunctors on A (resp. B) and these are closely related to weak
(co)monads as considered by Böhm et al. in [1, 3] (see Remark 1.12). In
Section 1 we recall the definitions and collect basic results needed for our
investigations.

Given a non-unital monad (F,m) on any category A, a non-unital
module ̺ : F (A) → A is called firm (see [2]) if the defining fork

FF (A)
mA //
F (̺)

// F (A)
̺ // A

is a coequaliser in the category of non-unital F -modules. This notion
is generalised in Section 2 by restricting the coequaliser requirement to
certain classes K of morphisms of F -modules. It turns out that compatible
modules of a weak monad (F,m, η) satisfy the resulting conditions for a
suitable class K (Proposition 2.10). Similar results hold for weak comonads.

In Section 3, we return to parings of the functors L and R. Given
natural transformations η : IA → RL and ε̃ : RL → IB, one obtains a
non-unital monad (LR,Lε̃R) and a non-counital comonad (LR,LηR) on
B for which the Frobenius condition is satisfied and this motivates the
definition of Frobenius bimodules (see 3.1). Given a non-counital LR-
comodule ω : B → LR(B), the question arises when it can be extended
to a Frobenius bimodule by some ̺ : LR(B) → B. As sufficient condition
it turns out that the defining cofork for ̺ is a coequaliser in the category
of non-counital comodules (see Proposition 3.6). Further situations are
investigated, in particular for regular pairings (Theorems 3.9, 3.10).

In Section 4, the results about the pairings (L,R) from Section 3 are
reformulated for the (co)monad LR, that is, we consider an endofunctor
F on B endowed with a weak monad structure (F,m, η), a weak comonad
structure (F, δ, ε), and the compatibility between m and δ is postulated as
the Frobenius property (see 4.1). (For LηR and Lε̃R the latter follows by
naturality, see (3.1)). The constructions lead to various functors between
(compatible) module, comodule and bimodule categories (see 4.2, 4.3,
4.6). For proper (co)monads we get some results obtained by Böhm and
Gómez-Torrecillas in [2] as Corollaries 4.7, 4.8.
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1. Regular pairings

Throughout A and B will denote any categories. The symbols IA, A,
or just I will stand for the identity morphism on an object A, IF or F
denote the identity transformation on the functor F , and IA means the
identity functor on A.

Given an endofunctor T on A, an idempotent natural transformation
e : T → T is said to split if there are an endofunctor T on A and natural
transformations p : T → T and i : T → T such that e = i ·p and p · i = IT .

We recall some notions from [7], [8], [3].

1.1. Non-counital comodules. Let (G, δ) be a pair with an endofunctor
G : A → A and a coassociative natural transformation (coproduct)
δ : G → GG. Then (non-counital) G-comodules are defined as objects
A ∈ A with a morphism υ : A → G(A) satisfying G(υ) · υ = δA · υ and
the category of these G-comodules is denoted by A−→

G.

Consider a triple (G, δ, ε), with (G, δ) a pair as above and ε : G → IA
any natural transformation (quasi-counit). Then a G-comodule (A, υ) is
said to be compatible provided υ = GεA · δA · υ. The full subcategory of
A−→
G consisting of compatible comodules is denoted by AG.

(G, δ, ε) is called a weak comonad if

ε = ε ·Gε · δ, δ = GεG ·Gδ · δ, and Gε · δ = εG · δ.

Then a G-comodule (A, υ) is compatible if εGA · δA · υ = υ = υ · εA · υ.
Furthermore, Gε · δ : G → G is idempotent and in case this is split by

G
p−→ G

i−→ G, one obtains a comonad (G, δ, ε) by putting

δ : G
i−→ G

δ−→ GG
pp−→ GG, ε : G

i−→ G
ε−→ IA.

1.2. Non-unital modules. Let (F,m) be a pair with an endofunctor
F : A → A and an associative natural transformation (product) m :
FF → F . Then (non-unital) F -modules are defined as objects A ∈ A
with a morphism ̺ : F (A) → A satisfying ̺ ·F̺ = ̺ ·mA and the category
of these F -modules is denoted by A−→F .

Consider a triple (F,m, η), with (F,m) a pair as above and any natural
transformation η : IA → F (quasi-unit). An F -module (A, ̺) is said to
be compatible provided ̺ = ̺ ·mA · FηA and the full subcategory of A−→F

consisting of compatible modules is denoted by AF .
(F,m, η) is called a weak monad if

η = m · Fη · η, m = m ·mF · FηF , and m · Fη = m · ηF .
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Then an F -module (A, ̺) is compatible if ̺ · mA · ηFA = ̺ = ̺ · ηA · ̺.
Furthermore, m · Fη : F → F is idempotent and in case this is split by

F
p−→ F

i−→ F , one obtains a monad (F ,m, η) by putting

m : FF
ii−→ FF

m−→ F
p−→ F , η : IA

η−→ F
p−→ F .

1.3. Pairings of functors. For functors L : A → B and R : B → A,
pairings are defined as maps, natural in A ∈ A and B ∈ B,

MorB(L(A), B)
α // MorA(A,R(B)),
β

oo

MorA(R(B), A)
α̃ // MorA(B,L(A))
β̃

oo .

These - and their compositions - are determined by natural transformations
obtained as images of the corresponding identity morphisms,

map natural transformation map natural transformation

α η : IA → RL, α̃ η̃ : IB → LR,

β ε : LR → IB, β̃ ε̃ : RL → IA,

β · α ℓ : L
Lη−→ LRL

εL−→ L β̃ · α̃ r̃ : R
Rη̃−−→ RLR

ε̃R−→ R

α · β r : R
ηR−−→ RLR

Rε−→ R α̃ · β̃ ℓ̃ : L
η̃L−→ LRL

Lε̃−→ L .

β (resp. α) is said to be symmetric if Lr = ℓR (resp. Rℓ = rL) (see
[8, §3]). Under the given conditions (see [8]),

(i) (LR,LηR, ε) is a non-counital comonad on B with quasi-counit ε;

(ii) (RL,RεL, η) is a non-unital monad on A with quasi-unit η;

(iii) (LR,Lε̃R, η̃) is a non-unital monad on B with quasi-unit η̃;

(iv) (RL,Rη̃L, ε̃) is a non-counital comonad on A with quasi-counit ε̃.

Clearly, if α is a bijection, then (L,R) is an adjoint pair, if α̃ is a
bijection, then (R,L) is an adjoint pair, and if α and α̃ are bijections,
then LR and RL are Frobenius functors.

1.4. Regular pairings. A pairing (L,R, α, β) is said to be regular if

α · β · α = α and β · α · β = β.

In this case, ℓ : L → L and r : R → R (see 1.3) are idempotents and

ε = ε · ℓr = ε · ℓR = ε · Lr ,

η = rℓ · η = Rℓ · η = rL · η.
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If β is symmetric, ℓr = Lr = ℓR; if α is symmetric, rℓ = Rℓ = rL.
Assume the idempotents ℓ, r to be splitting, that is,

L
ℓ−→ L = L

p−→ L
i−→ L, R

r−→ R = R
p′

−→ R
i′−→ R.

Then, for the natural morphisms

η : IA
η // RL

p′p // RL, ε : LR
ii′ // LR

ε // IB,

one gets εL · Lη = IL and Rε · ηR = IR, hence yielding an adjunction
(L,R, α, β).

1.5. Proposition. For functors A
L // B
R

oo , there are equivalent:

(a) (L,R) allows for a regular pairing (L,R, α, β) with splitting idem-
potents ℓ, r;

(b) there are retractions L
i−→ L

p−→ L and R
i′−→ R

p′

−→ R such that (L,R)
allows for an adjunction.

Proof. (a)⇒(b) The data from 1.4 yield an adjunction (L,R, α, β) and
the commutative diagram

MorB(L(A), B)
α //

Mor(iA,B)
��

MorA(A,R(B))
β //

Mor(A,p′

B
)

��

MorB(L(A), B)

Mor(iA,B)
��

MorB(L(A), B)
α // MorA(A,R(B))

β
// MorB(L(A), B).

(b)⇒(a) Given an adjunction (L,R, α, β) and retracts L
i−→ L

p−→ L

and R
i′−→ R

p′

−→ R, the above diagram tells us how to define (new) α and
β to get commutativity. Then it is routine to check that (L,R, α, β) is
a regular pairing and the resulting idempotents are split by (p, i) and
(p′, i′), respectively.

Now assume that (L,R, α, β) and (R,L, α̃, β̃) are regular pairings.
Then ℓ, ℓ̃ are two natural transformations on L and r , r̃ are two natural
transformations on R. We are interested in the case when they coincide.
Applying 1.5 and its dual yields:

1.6. Proposition. For functors A
L // B
R

oo , there are equivalent:
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(a) (L,R) allows for regular pairings (L,R, α, β) and (R,L, α̃, β̃) with
splitting idempotents ℓ = ℓ̃, r = r̃ ;

(b) there are retractions L
i−→ L

p−→ L and R
i′−→ R

p′

−→ R such that (L,R)
and (R,L) allow for adjunctions, that is, (L,R) is a Frobenius pair
of functors.

1.7. Remark. Let (G, δ, ε) be a non-counital comonad on the category A
with quasi-unit ε. For the Eilenberg-Moore category A−→

G of non-counital
G-comodules there are the free and the forgetful functors

φG : A → A−→
G, A 7→ (G(A), δA), UG : A−→

G → A, (A,ω) 7→ A.

There is a pairing (φG, UG, αG, βG) with the maps, forX∈A, (A,ω) ∈ A−→
G,

αG : MorA(UG(A), X) → MorG(A, φG(X)), f 7→ G(f) · ω,
βG : MorG(A, φG(X)) → MorA(UG(A), X), g 7→ εX · g.

Compatible G-comodules υ : A → G(A) are those with αGβG(υ) = υ.
(G, δ, ε) is a weak comonad if and only if (φG, UG, αG, βG) is a regular

pairing with βG symmetric (see [8, Proposition 4.4]).

Similar characterisations hold for weak monads ([8, Proposition 3.4]).

1.8. Related comonads. Let (L,R, α, β) be a regular pairing (see 1.4).

(1) For the coproduct

δ : LR
LηR−−−→ LRLR

ℓRLr−−−→ LRLR,

(LR, δ, ε) is a weak comonad on B. If β is symmetric, δ = LηR.

(2) ℓr : LR → LR induces morphisms of non-counital comonads re-
specting the quasi-counits,

(LR,LηR, ε) → (LR,LηR, ε) and (LR,LηR, ε) → (LR, δ, ε),

and an endomorphism of weak comonads (LR, δ, ε) → (LR, δ, ε).

Proof. Direct verification shows εLR · δ = ℓr = LRε · δ, the conditions for
a weak comonad. For the next claims, consider the commutative diagram

LR
ℓr //

LηR
��

LR

LηR
��

δ

&&
LRLR

ℓRLr //

ℓrℓr %%

LRLR
ℓRLr //

LrℓR
��

LRLR

LrℓR
��

LRLR
ℓRLr

// LRLR ;
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the left hand part proves the assertion about the first morphism and the
outer paths show the properties of the second and third morphisms.

1.9. Related monads. Let (L,R, α, β) be a regular pairing (see 1.4).

(1) For the product

m : RLRL
rLRℓ−−−→ RLRL

RεL−−→ RL,

(RL,m, η) is a weak monad on A. If α is symmetric, m = RεL.

(2) rℓ : RL → RL yields morphisms of non-unital monads respecting
the quasi-units,

(RL,RεL, η) → (RL,RεL, η) and (RL,RεL, η) → (RL,m, η).

and an endomorphism of weak monads (RL,m, η) → (RL,m, η).

Proof. One easily verifies m · ηRL = rℓ = m · RLη, the condition for a
weak monad. The other claims are shown similarly to 1.8

Combining the preceding observations we have shown:

1.10. Proposition. Let (L,R, α, β) be a regular pairing and assume the
idempotents ℓ and r to split. With the notation from 1.4, (LR,LηR, ε) is
a comonad on B and (RL,RεL, η) is monad on A. Then,

(1) the natural transformation pp′ : LR → LR induces morphisms
of non-counital comonads (LR,LηR, ε) → (LR,LηR, ε), and mor-
phisms of weak comonads (LR, δ, ε) → (LR,LηR, ε);

(2) the natural transformation p′p : RL → RL induces morphisms of
non-unital monads (RL,RεL, η) → (RL,RεL, η) and morphisms
of weak monads (RL,m, η) → (RL,RεL, η).

1.11. Regular pairings and comodules. Let (L,R, α, β) be a regular
pairing and consider the weak comonad (LR, δ, ε) defined in 1.8. Then
a non-counital (LR, δ, ε)-comodule (B, υ) is compatible (see 1.1) if υ =
εLRB · δB · υ = rℓB · υ.

Write BLR,δ for the full subcategory of B−→
LR,δ formed by the compat-

ible (LR, δ, ε)-comodules. For any B ∈ B, (LR(B), δB) is a compatible
(LR, δ, ε)-comodule, and thus we have a functor

φLR,δ : B → BLR,δ, B 7→ (LR(B), δB).



294 Weak Frobenius monads

The obvious forgetful functor ULR,δ : BLR,δ → B need not be (left) adjoint
to φLR but (φLR, ULR,δ) allows for a regular pairing (see 1.7).

Denoting by B−→
LR,η the non-counital comodules for (LR,LηR, ε), the

natural transformation (LR,LηR, ε) → (LR, δ, ε) induced by ℓr (see 1.8)
defines a functor tℓr : B−→

LR,η → B−→
LR,δ. It is easy to see that hereby the

image of any comodule in B−→
LR,η is a compatible comodule in B−→

LR,δ

leading to a commutative diagram

B
φLR,η

//

φLR,δ &&

B−→
LR,η

tℓr
��

BLR,δ.

In case the idempotents ℓ and r are splitting, we get the splitting
natural transformation pp′ : LR → LR (from 1.4) which induces functors

BLR,δ → BLR and BLR,η → BLR, also denoted by pp′, with commutative
diagram

B−→
LR,η

pp′

''

tℓr // BLR,δ

pp′

��

B

φLR,η

OO

φLR

// BLR.

Since LR is a comonad, every non-counital LR-comodule is compatible,

that is BLR = B−→
LR, but need not be counital.

1.12. Remark. As pointed out by an anonymous referee, a regular pairing
(L,R, α, β) defined in 1.4 is in fact the same as an adjunction in the local
idempotemt closure Cat of the 2-category Cat of categories and hence
corresponds to a comonad in Cat. This lives on the 1-cell (LR, ℓr) with
coproduct ℓRLr · LηR and counit ε (see [3]). In this approach, similar to
Proposition 1.6, the properties of the weak comonad LR are described by
properties of a related comonad LR.

We are also interested in the modules and comodules induced directly
by RL and LR, respectively.

2. (Co)firm (co)modules

To develope further constructions for pairings of functors symmetry
conditions are needed and so we consider weak (co)monads.
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The notion of (co-)equalisers in categories may be modified in the
following way.

2.1. Definitions. Let K be a class of morphisms in a category A closed
under composition. A cofork

B
k // C

g //
f

// D

is said to be a K-equaliser provided k ∈ K and, for any h : Q → C in K
with f ·h = g ·h, there exists a unique q : Q → B in K such that h = k · q.
If this holds, then, for morphisms r, s : X → B in K, k · r = k · s implies
r = s.

Similarly, a fork

B
g //
f

// C
s // D

is said to be a K-coequaliser provided s ∈ K and, for any h : C → Q in K
with h · f = h · g, there is a unique q : D → Q in K such that h = q · s. In
this case, for morphisms t, u : D → Y in K, t · s = u · s implies t = u.

A class K of morphisms in A is called an ideal class if for any morphisms

A
f−→ B

g−→ C in A, f or g in K implies that g · f is in K.
Taking for K the class of all morphisms in A, the notions defined

above yield the usual equalisers and coequalisers in the category A.

2.2. K-cofirm comodules. Let (G, δ) be a non-counital comonad. Given
an ideal class K of morphisms in the category B−→

LR of non-counital G-

comodules, a comodule (B,ω) is called K-cofirm provided the defining
cofork

B
ω // G(B)

δB //
G(ω)

// GG(B)

is a K-equaliser. If we choose for K all morphisms in B−→
LR, a K-cofirm

comodule is just called cofirm.

2.3. Compatible comodule morphisms. Now let (G, δ, ε) be a weak
comonad and γ := Gε ·δ : G → G the idempotent comonad morphism. We
call a morphism h between G-comodules (B,ω) and (B′, ω′) γ-compatible,
provided it induces commutativity of the triangles in the diagram

B

h
��

ω //

h

))

G(B)
εB // B

h
��

B′

ω′

// G(B′) εB′

// B′.
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Clearly, since the outer diagram is always commutative for comodule
morphisms, it is enough to require commutativity for one of the triangles.
Thus one readily obtains:

(1) The class Kγ of all γ-compatible morphisms in BG is an ideal class.

(2) A morphism h : Q → G(B) of G-comodules is in Kγ if and only if
γB · h = h.

(3) A morphism h : G(B) → Q of G-comodules is in Kγ if and only if
h · γB = h.

Evidently, a G-comodule (B,ω) is compatible (as in 1.1) if and only
if ω ∈ Kγ , that is, ω = γB · ω.

Notice that γ = IG implies that every non-counital G-comodule is

γ-compatible, that is, B−→
G = BG; in this case, however, not every G-

comodule morphism need to be γ-compatible and a G-comodule (B,ω)
need not be counital but only satisfies ω = ω · εB · ω.

2.4. Proposition. If (G, δ, ε) is a weak comonad, then any compatible
G-comodule (B,ω) is Kγ-cofirm.

Proof. We have to show that the cofork

B
ω // G(B)

δB //
G(ω)

// GG(B)

is a Kγ-equaliser. Let (Q, κ) be a G-comodule and h : Q → G(B) a
morphism in Kγ with G(ω) · h = δB · h. In the diagram

Q
h //

h

$$
κ

��

G(B)

G(ω)
��

εB // B

ω

��

G(B)
δB //

δB

��

GG(B)
εG(B)

$$
G(Q)

G(h)
// GG(B)

GεB

// G(B),

(2.1)

all inner diagrams are commutative. This shows that h̃ := εB · h : Q → B
is a G-comodule morphism with

ω · h̃ = ω · εB · h = εG(B) ·G(ω) · h
= εG(B) · δB · h = γB · h = h,

εB · ω · h̃ = εB · γB · h = εB · h = h̃,
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thus h̃ ∈ Kγ . Moreover, for any q : Q → B in Kγ with ω · q = h, we have
εB · h = εB · ω · q = q, showing uniqueness of q.

Replacing (Q, h) in diagram (2.1) by (B,ω), we see that εB · ω is a
comodule morphism and this leads to the following observation.

2.5. Proposition. If (G, δ, ε) is a (proper) comonad, then any non-
counital G-comodule (B,ω) is cofirm if and only if it is counital.

Proof. Since we have a comonad, γ = IG, every G-comodule (B,ω) is
γ-compatible, and ω = ω · εB · ω (see 2.3).

If (B,ω) is cofirm, then ω is monomorph in B−→
LR; since εB · ω and IB

are morphisms in B−→
G we conclude εB · ω = IB , that is, (B,ω) is counital.

It is folklore that any counital G-comodule is cofirm.

2.6. K-firm modules. Let (F,m) be a non-unital monad on B. Given
an ideal class of morphisms in the category B−→F of non-unital F -modules

(see [8]), a module (B, ̺) is called K-firm provided the defining fork

FF (B)
mB //
F (̺)

// F (B)
̺ // B

is a K-coequaliser (Definitions 2.1).

2.7. Remark. Following [2, 2.3], a non-unital F -module (B, ̺) is called
firm provided it is K-firm for the class K of all morphisms in B−→F and ̺ is
an epimorphism in B. The term firm was coined by Quillen for non-unital
algebras A over a commutative ring k with the property that the map
A⊗A A → A, a⊗ b 7→ ab, is an isomorphism. Then, an A-module is firm
provided it is firm for the monad A⊗k − on the category of k-modules.
In the category of non-unital A-modules, coequalisers are induced by
coequalisers of k-modules and hence are epimorph (in fact surjective) as
k-module morphisms (e.g. [2, 6.1]).

2.8. Compatible module morphisms. Let (F,m, η) be a weak monad
with idempotent monad morphism ϑ := m · ηF : F → F . A morphism h
between F -modules (B, ̺) and (B′, ̺′) is called ϑ-compatible, provided it
induces commutativity of the triangles in the diagram

B

h
��

ηB //

h

))

F (B)
̺ // B

h
��

B′
ηB′

// F (B′)
̺′

// B′.
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Similar to 2.3 one obtains:

(1) The class Kϑ of all ϑ-compatible morphisms in BF is an ideal class.

(2) A morphism h : Q → F (B) of F -modules is in Kϑ if and only if
ϑB · h = h.

(3) A morphism h : LR(B) → Q of F -modules is in Kϑ if and only if
h · ϑB = h.

Clearly, an F -module (B, ̺) is compatible (see 1.2) if and only if
̺ ∈ Kϑ, that is, ̺ · ϑB = ̺.

2.9. Remark. Given the assumptions in 2.8, one may consider the sub-
category of BF consisting of the same objects and as morphisms the
ϑ-compatible morphisms. Then the identity morphism on a ϑ-compatible
module (B, ̺) is ̺ · ηB : B → B and equalisers in this category are essen-
tially the Kϑ-equalisers. This situation is also addressed in [3, Remark
2.5] (with different terminology).

Dual to the Propositions 2.4 and 2.5 we now have:

2.10. Proposition. If (F,m, η) is a weak monad, then any ϑ-compatible
F -module (B, ̺) is Kϑ-firm.

2.11. Proposition. If (F,m, η) is a (proper) monad, then a non-unital
F -module (B, ̺) is firm if and only if it is unital.

3. Frobenius property and Frobenius bimodules

In the setting of 1.3, assume α and β̃ to be given, that is, there are
natural transformations η : IA → RL and ε̃ : RL → IA. Then (LR,LηR)
is a non-counital comonad, and (LR,Lε̃R) is a non-unital monad on B (see
[8]). This section is for studying the interplay between the corresponding
module and comodule structures.

Let B−→
LR
LR denote the category of objects in B which have an LR-

module as well as an LR-comodule structure (LR-bimodules) and with
morphisms which are LR-module and LR-comodule morphisms.

By naturality, we have the commutative diagram (Frobenius property)

LRLRLR
LRLε̃R

&&
LRLR

LηRLR
88

LRLηR &&

Lε̃R // LR
LηR // LRLR

LRLRLR
Lε̃RLR

88

.

(3.1)
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We are interested in LR-modules and LR-comodules subject to a
reasonable compatibility condition.

3.1. Frobenius bimodules. A triple (B, ̺, ω) with an object B ∈ B and
two morphisms ̺ : LR(B) → B and ω : B → LR(B) is called a Frobenius
bimodule provided the data induce commutativity of the diagram

LRLR(B)
LR(̺)//

Lε̃R
��

(I)

LR(B)
LR(ω) //

̺

��
(II)

LRLR(B)

Lε̃R
��

LR(B)
̺ //

LηR

��
(III)

B
ω //

ω

��
(IV)

LR(B)

LηR

��
LRLR(B)

LR(̺)
// LR(B)

LR(ω)
// LRLR(B).

This implies that ̺ : LR(B) → B defines a (non-unital) LR-module and
ω : B → LR(B) a (non-counital) LR-comodule; if that is already known,
the conditions on Frobenius bimodules reduce to commutativity of the
diagrams (II) and (III), that is commutativity of (Frobenius property for
modules)

LRLR(B)
LR(̺)

&&
LR(B)

̺ //

LR(ω) &&

LηR
88

B
ω // LR(B)

LRLR(B)
Lε̃R

88

.

(3.2)

Denote by BLRLR the category with the Frobenius LR-bimodules as
objects and morphisms which are LR-module as well as LR-comodule
morphisms.

By the commutative diagram (3.1), for any B ∈ B, LR(B) is a Frobe-
nius bimodule with the canonical structures, that is, there is a functor

KLR
LR : B → BLRLR, B 7→ (LR(B), Lε̃R(B), LηR(B)).

3.2. Natural mappings. Assume again η : IA → RL and ε̃ : RL → IA
to be given (see 1.3). Then there are maps, natural in A,A′ ∈ A,

ΦA,A′ : MorB(L(A), L(A′)) → MorA(A,A′), g 7→ ε̃A′ ·R(g) · ηA,
LA,A′ : MorA(A,A′) → MorB(L(A), L(A′)), f 7→ L(f),

ΦA,A′ ·LA,A′ : MorA(A,A′) → MorA(A,A′), f 7→ f · ε̃A · ηA = ε̃A′ · ηA′ · f.
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• If ε̃ · η = IA, then Φ · L−,− is the identity (L is separable).
• If η · ε̃ · η = η, then Φ · L−,− · Φ = Φ (Φ · L−,− is idempotent).

The natural transformation

θ : LR
LηR−−−→ LRLR

Lε̃R−−→ LR

is an LR-module as well as an LR-comodule morphism. From dia-
gram (3.1) one immediately obtains the equalities

LηR · θ = LRθ · LηR = θ LR · LηR,
θ · Lε̃R = Lε̃R · θ LR = Lε̃L · LRθ.

Similar relations are obtained for Frobenius bimodules.

3.3. Proposition. Given η : IA → RL and ε̃ : RL → IA, let (B, ̺, ω) be
a Frobenius LR-bimodule (see 3.1). Then

̺ · ω · ̺ = ̺ · θB and ω · ̺ · ω = θB · ω.

(1) If ε̃ · η = IA, then ̺ · ω · ̺ = ̺ and ω · ̺ · ω = ω.
Then, if ̺ is an epimorphism in B−→

LR or ω is a monomorphism in
B−→LR, one gets ̺ · ω = IB.

(2) If η · ε̃ · η = η or ε̃ · η · ε̃ = ε̃, then ω · ̺ is an idempotent morphism.

Proof. The equalities claimed and (1) can be derived from the commuta-
tive diagram

LRLR(B)
LR(̺)

&&

Lε̃R(B)// LR(B)
̺

""
B

ω //

ω
""

LR(B)
̺ //

LR(ω)

&&

LηR(B)
88

B
ω // LR(B) ̺

// B

LR(B)
LηR(B)

// LRLR(B)
Lε̃R(B)

88

.

(2) To show this, extend the above diagram by ω on the right or by ̺
on the left, respectively.

3.4. Compatible bimodule morphisms. Assume η : IA → RL and ε̃ :
RL → IA to be given. A morphism h between Frobenius modules (B, ̺, ω)
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and (B′, ̺′, ω′) is called θ-compatible, provided it induces commutativity
of the diagram

B

h
��

ω //

h

))

LR(B)
̺ // B

h
��

B′

ω′

// LR(B′)
̺′

// B′.

One easily obtains the following.

(1) The class Kθ of all θ-compatible bimodule morphisms in B−→
LR
LR is an

ideal class.

(2) A morphism h : Q → LR(B) of LR-bimodules is in Kθ if and only
if θB · h = h.

(3) A morphism h : LR(B) → Q of LR-bimodules is in Kθ if and only
if h · θB = h.

(4) If ε̃ · η · ε̃ = ε̃, then Lε̃R = θ · Lε̃R, that is, Lε̃R is θ-compatible.

(5) If η · ε̃ · η = η, then LηR = LηR · θ, that is, LηR is θ-compatible.

(6) For a Frobenius bimodule (B,ω, ̺), ω is θ-compatible if and only if
ω = ω · ̺ · ω, and ̺ is θ-compatible if and only if ̺ = ̺ · ω · ̺.

The next result shows how (co)firm (co)modules enter the picture.

3.5. Proposition. Let η : IA → RL and ε̃ : RL → IA be given and
consider a Frobenius LR-bimodule (B, ̺, ω).

(1) If ω is θ-compatible, then (B,ω) is Kθ-cofirm;
if ̺ is θ-compatible, then (B, ̺) is Kθ-firm.

(2) If ε̃ · η · ε̃ = ε̃, then (LR(B), Lε̃R(B)) is a Kθ-firm module;
if η · ε̃ · η = η, (LR(B), LηR(B)) is a Kθ-cofirm comodule.

Proof. (compare Proposition 2.4) (1) For a non-counital LR-comodule
(Q, κ), let h : Q → LR(B) be a comodule morphism with LηR · h =
LR(ω) · h and h = θ · h. For h̃ := ̺ · h we get

ω · h̃ = ω · ̺ · h = Lε̃R · LR(ω) · h = Lε̃R · LηR · h = h.

For any θ-compatilbe comodule morphism q : Q → B with ω · q = h, we
have g = ̺ · ω · q = ̺ · h = h̃, showing uniqueness of h̃.

The second claim is shown similarly.

(2) In view of 3.4, (4) and (5), the assertions follow from (1).
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3.6. Proposition. Assume η : IA → RL and ε̃ : RL → IA to be given.
Let K be an ideal class of LR-comodule morphisms and suppose Lε̃R(B)

in K for any B ∈ B.

(1) If (B,ω) in B−→
LR is a K-cofirm comodule (see 2.2), there is a unique

̺ : LR(B) → B in K making (B, ̺, ω) a Frobenius bimodule.

(2) With this module structure, LR-comodule morphisms between K-
cofirm LR-comodules (B,ω) and (B′, ω′) are morphisms of the Frobe-
nius bimodules (B,ω, ̺) and (B′, ω′, ̺′).

Proof. (1) Consider the diagram (see 3.1)

LRLR(B)

Lε̃R
��

LR(̺) //

(I)

LR(B)

̺

��

LR(ω) //

(II)

LRLR(B)

Lε̃R
��

LR(B)
̺ //

LηR

��
(III)

B
ω //

ω

��
(IV)

LR(B)

LηR

��
LRLR(B)

LR(̺)
// LR(B)

LR(ω)
// LRLR(B),

where (IV) is assumed to be a K-equaliser. Since

LηR(B) · Lε̃R(B) · LR(ω) = Lε̃RLR(B) · LRLηR(B) · LR(ω)

= Lε̃RLR(B) · LRLR(ω) · LR(ω)

= LR(ω) · Lε̃R(B) · LR(ω),

and Lε̃RB · LR(ω) is in K, there exists a unique ̺ : LR(B) → B in K
leading to the commutative diagram (II), and (III) commutes since ̺ is
required to be a comodule morphism. Moreover,

ω · ̺ · Lε̃R(B) = LR(̺) · LηR(B) · Lε̃R(B)

= LR(̺) · Lε̃RLR(B) · LRLηR(B)

= Lε̃R(B) · LRLR(̺) · LRLηR(B)

= Lε̃R(B) · LR(ω) · LR(̺) = ω · ̺ · LR(̺),

and hence ̺ · Lε̃R(B) = ̺ · LR̺ since ω is a K-equaliser. This means that
the diagram (I) is also commutative.
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(2) Now let h : B → B′ be an LR-comodule morphism. Then

ω′ · h · ̺ = LR(h) · ω · ̺
= LR(h) · Lε̃R(B) · LR(ω)

= Lε̃R(B′) · LRLR(h) · LR(ω)

= Lε̃R(B′) · LR(ω′) · LR(h) = ω′ · ̺′ · LR(h)

and, since both h · ̺ and ̺′ · LR(h) are in K, this implies that they are
equal (see Definition 2.1), that is, h is also an LR-module morphism.

Symmetric to Proposition 3.6 we get:

3.7. Proposition. Assume η : IA → RL and ε̃ : RL → IA to be given.
Let K′ be an ideal class of LR-module morphisms and suppose LηR(B)

belongs to K′ for any B ∈ B.

(1) If (B, ̺) in B−→LR is a K′-firm module (see 2.6), there is a unique

ω : B → LR(B) in K′ making (B, ̺, ω) a Frobenius bimodule.

(2) With this comodule structure, LR-module morphisms between K′-
firm LR-modules (B, ̺) and (B′, ̺′) are morphisms of the Frobenius
bimodules (B,ω, ̺) and (B′, ω′, ̺′).

So far we have only considered the case when α and β̃ (in 1.3) exist.
Now we want to include more mappings in our assumptions.

3.8. Lemma. Refer to the notation in 1.3 and 3.2.

(1) Let (L,R, α, β) be any pairing and ε̃ : RL → IA a natural transfor-
mation satisfying η · ε̃ · η = η. Then ℓr · θ = ℓr.

(2) Let (R,L, α̃, β̃) be any pairing and η : IA → RL a natural transfor-
mation satisfying ε̃ · η · ε̃ = ε̃. Then θ · ℓ̃r̃ = ℓ̃r̃ .

Proof. The assertions follow immediately from the definitions.

3.9. Theorem. Let (L,R, α, β) be a regular pairing with β symmetric
and ε̃ : RL → IA any natural transformation. Then,

(1) ε̂ := ε̃ · rℓ : RL → IA is a natural transformation with ε̂ = ε̂ · rℓ.
Furthermore, ℓr · Lε̂R = Lε̂R, that is, Lε̂R is ℓr-compatible as an
LR-comodule morphism;

(2) (LR,LηR, ε) is a weak comonad and if ω : B → LR(B) is an ℓr-
compatible LR-comodule, there is a unique ̺ : LR(B) → B in Kℓr

making (B, ̺, ω) a Frobenius (LR, η, ε̂)-module, given by

̺ : LR(B)
LR(ω)−−−−→ LRLR(B)

Lε̂R(B)−−−−→ LR(B)
εB−→ B;
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(3) morphisms between ℓr-compatible LR-comodules (B,ω), (B′, ω′) are
LR-bimodule morphisms between (B, ̺, ω) and (B′, ̺′, ω′).

Proof. (1) By our symmetry assumption, ℓR = Lr and the diagram

LRL

Lε̂R
��

LrℓR

ℓRLr

//

Lε̂R ((

LRLR

Lε̂R
��

LR
ℓr

// LR

commutes, showing Lε̂R = ℓr · Lε̂R.
(2) As shown in Proposition 2.4, (B,ω) is Kℓr -cofirm and hence the

existence of ̺ follows by Proposition 3.6. For the Frobenius module
(B, ̺, ω), we have the commutative diagram

LRLR(B)
LR(̺)

&&

εLR // LR(B)
̺

""
LR(B) ̺

//

LηR
88

LR(ω) &&

B ω
// LR(B) εB

// B

LRLR(B)
Lε̂R

88

.

Since ̺ is ℓR-compatible, the upper paths yields ̺ · ℓR = ̺. The lower
path is the composite given for ̺.

(3) Since Kℓr is an ideal class, the assertion about the bimodule
morphisms follows by Proposition 3.6.

Instead of (L,R, α, β), we may require (R,L, α̃, β̃) to be a regular
pairing (see 1.3) and relate the bimodules for (LR, η, ε̃) with modules for
(LR,Lε̃R). By symmetry we obtain:

3.10. Theorem. Let (R,L, α̃, β̃) be a regular pairing of functors with α̃
symmetric and η : IA → RL any natural transformation. Then,

(1) η̂ := r̃ ℓ̃ ·η : IA → RL is a natural transformation with η̂ = r̃ ℓ̃ · η̂ and
Lη̂R = r̃ ℓ̃ · Lη̂R, that is, Lη̂R is r̃ ℓ̃-compatible as an LR-module
morphism (see 2.8);

(2) (LR,Lε̃R, η̃) is a weak monad and if ̺ : LR(B) → B is an ℓ̃r̃ -
compatible LR-module, there is a unique ω : B → LR(B) in K

ℓ̃̃r
making (B, ̺, ω) a Frobenius (LR, η̂, ε̃)-bimodule given by

ω : B
η̃B−−→ LR(B)

Lη̂R(B)−−−−→ LRLR(B)
LR(̺)−−−−→ LR(B);
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(3) morphisms between ℓ̃r̃ -compatible LR-modules (B, ̺), (B′, ̺′) are
(LR, η̂, ε̃)-bimodule morphism between (B, ̺, ω) and (B′, ̺′, ω′).

4. Weak Frobenius monads

As we have seen in the previous section, for results on the inter-
play between (co)module and bimodule structures for Frobenius monads
symmetry conditions on our pairings were needed, that is, the intrinsic
non-(co)unital (co)monads became weak (co)monads. Hence we will con-
centrate in this section on this kind of (co)monads and also apply results
from Section 2.

4.1. Frobenius property. Let (F,m) be a non-unital monad, (F, δ)
a non-counital comonad, (B, ̺) ∈ B−→F and (B,ω) ∈ B−→

F . We say that

(F,m, δ) satisfies the Frobenius property and (B, ̺, ω) is a Frobenius
bimodule, provided they induce commutativity of the respective diagrams,

FFF
Fm

$$
FF

δF

;;

Fδ ##

m // F
δ // FF ,

FFF
mF

::

FF (B)
F (̺)

$$
F (B)

δB

::

F (ω) $$

̺ // B
ω // F (B).

FF (B)

mB

::

The Frobenius bimodules as objects and the morphisms, which are
F -module as well as F -comodule morphisms, form a category which we
denote by B−→

F
F . Transferring the Propositions 3.6 and 3.7 yields:

4.2. Theorem. Assume (F,m, δ) to satisfy the Frobenius property. Let
(F, δ, ε) be a weak comonad, γ := εF · δ, and assume m = γ ·m. Then,

(1) for any γ-compatible F -comodule (B,ω), there is a unique γ-com-
patible F -comodule morphism

̺ : F (B)
F (ω)−−−→ FF (B)

mB−−→ F (B)
εB−→ B

making (B, ̺, ω) a Frobenius bimodule;

(2) any F -comodule morphism between γ-compatible comodules (B,ω)
and (B′, ω′) becomes a morphism between the Frobenius bimodules
(B, ̺, ω) and (B′, ̺′, ω′);
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(3) there is an isomorphism of categories

Ψ : BF → BFF , (B,ω) 7→ (B, ̺, ω),

with the forgetful functor UF : BFF → BF as inverse, where BFF
denotes the category of Frobenius bimodules which are γ-compatible
as F -comodules.

Proof. By our compatibility condition on m, we can apply Proposition 3.9
and the formula for ̺ given there. The assertions about the functors follow
directly from the constructions.

4.3. Theorem. Assume (F,m, δ) to satisfy the Frobenius property. Let
(F,m, η) be a weak monad, ϑ := m · Fη, and assume δ = δ · ϑ. Then,

(1) for a ϑ-compatible F -module (B, ̺), there is a unique ϑ-compatible
module morphism

ω : B
ηB−−→ F (B)

δB−→ FF (B)
F (̺)−−−→ F (B)

making (B, ̺, ω) a Frobenius bimodule;

(2) any F -morphism between ϑ-compatible modules (B, ̺), (B′, ̺′) be-
comes a morphism between the Frobenius bimodules (B, ̺, ω) and
(B′, ̺′, ω′);

(3) there is an isomorphism of categories

Φ : BF → BFF , (B, ̺) 7→ (B, ̺, ω),

with the forgetful functor UF : BFF → BF as inverse, where BFF
denotes the category of Frobenius modules which are ϑ-compatible
as F -modules.

Proof. By Proposition 3.10 and the formula for ω given there.

4.4. Definition. We call (F,m, η; δ, ε) a weak Frobenius monad provided
(F,m, η) is a weak monad, (F, δ, ε) is a weak comonad, (F,m, δ) has the
Frobenius property (see (4.1)), and m · Fη = Fε · δ (i.e. ϑ = γ).

As a first property we observe:

4.5. Proposition. Let (F,m, η; δ, ε) be a weak Frobenius monad and
assume the idempotent m ·Fη = Fε ·δ to be split by F → F → F . Then F
has a canonical monad and comonad structure (F ,m, η; δ, ε) which makes
it a Frobenius monad.
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Proof. The monad and comonad structures on F are obtained from 1.1
and 1.2 and a routine diagram chase shows that the Frobenius property
(see 4.1) is satisfied.

Summarising we obtain our main result for these structures.

4.6. Theorem. Let (F,m, η; δ, ε) be a weak Frobenius monad. Then the
constructions in 4.2 and 4.3 yield category isomorphisms

BF Ψ // BFF
UF

// BF , BF
Φ // BFF

UF // BF .

where BFF denotes the category of those Frobenius F -bimodules which are
(γ-)compatible as F -comodules and (ϑ-)compatible as F -modules.

Proof. For a weak monad (F,m, η), m is ϑ-compatible and hence γ-
compatible by our assumption γ = ϑ. Similarly, δ is ϑ compatible and
hence the conditions in the preceding propositions are satisfied.

For (proper) monads and comonads the assertions simplify. For Propo-
sition 4.2 this situation is considered in [2, Section 4] and our results for
this case correspond essentially to [2, Lemma 2, Corollary 1].

4.7. Corollary. Let (F,m, δ) satisfy the Frobenius property and assume
(F, δ, ε) to be a comonad.

(1) For any counital F -comodule ω : B → F (B), there is some F -
module morphism ̺ : F (B) → B making (B, ̺, ω) a Frobenius
bimodule.

(2) If (F,m) allows for a unit, then (B, ̺) is a unital F -module.

(3) If m · δ = IF , then, for any Frobenius bimodule (B, ̺, ω), (B, ̺) is
a firm F -module.

Proof. (1), (2) hold by Theorem 4.2; (3) follows from Theorem 3.5.

4.8. Corollary. Let (F,m, δ) satisfy the Frobenius property and assume
(F,m, η) to be a monad.

(1) For any unital F -module ̺ : F (B) → B, there is some F -comodule
morphism ω : B → F (B) (given in 3.10) making (B, ̺, ω) a Frobe-
nius bimodule.

(2) If (F, δ) allows for a counit, then (B,ω) is a counital F -comodule.

(3) If m · δ = IF , then, for any Frobenius bimodule (B, ̺, ω), (B,ω) is
a firm F -comodule.
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For proper monads and comonads F , all non-unital F -modules are
compatible and all non-counital F -comodules are compatible, that is,

B−→F = BF and B−→
F = BF . Thus we have:

4.9. Corollary. Let (F,m, η; δ, ε) be a Frobenius monad. There are cate-
gory isomorphisms

Ψ : B−→
F → B−→

F
F , Φ : B−→F → B−→

F
F ,

where B−→
F
F denotes the category of non-unital and non-counital Frobenius

F -bimodules, and

Ψ′ : BF → BFF , Φ′ : BF → BFF ,

where BFF is the category of unital and counital Frobenius F -bimodules.

It is easy to see that (by (co)restriction) these isomorphisms induce
isomorphisms between the category of unital F -modules, counital F -
comodules, and of unital and counital Frobenius bimodules, an observation
following from Eilenberg-Moore [4], which may be considered as the
starting point for the categorical treatment of Frobenius algebras.
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semigroup of a free commutative g-dimonoid
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Abstract. We determine all isomorphisms between the
endomorphism semigroups of free commutative g-dimonoids and
prove that all automorphisms of the endomorphism semigroup of a
free commutative g-dimonoid are quasi-inner.

1. Introduction

A dimonoid is an algebra (D,⊣,⊢) with two binary associative op-
erations ⊣ and ⊢ such that for all x, y, z ∈ D the following conditions
hold:

(D1) (x ⊣ y) ⊣ z = x ⊣ (y ⊢ z),

(D2) (x ⊢ y) ⊣ z = x ⊢ (y ⊣ z),

(D3) (x ⊣ y) ⊢ z = x ⊢ (y ⊢ z).

This notion was introduced by Jean-Louis Loday in [1] and now it plays a
prominent role in problems from the theory of Leibniz algebras. A vector
space equipped with the structure of a dimonoid is called a dialgebra.
Thus, a dialgebra is a linear analog of a dimonoid. It is known that Leibniz
algebras are a non-commutative variation of Lie algebras and dialgebras
are a variation of associative algebras.
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phism semigroup, automorphism group.
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There exist some generalizations of dimonoids, for example, 0-dial-
gebras and duplexes (see, e.g., [2], [3]), g-dimonoids etc. Omitting the
axiom (D2) of an inner associativity in the definition of a dimonoid, we
obtain the notion of a g-dimonoid. An associative 0-dialgebra, that is, a
vector space equipped with two binary associative operations ⊣ and ⊢
satisfying the axioms (D1) and (D3), is a linear analog of a g-dimonoid.
Free g-dimonoids and free n-nilpotent g-dimonoids were constructed in
[4], [5] and [5], respectively. The construction of a free commutative g-
dimonoid and the least commutative congruence on a free g-dimonoid
were described in [6]. Defining identities of a g-dimonoid appear also in
axioms of trialgebras and of trioids [7–9].

Endomorphism semigroups of algebraic systems have been studied by
numerous authors. The problem of studying the endomorphism semigroup
for free algebras in a certain variety was raised by B.I. Plotkin in his papers
on universal algebraic geometry (see, e.g., [10], [11]). In this direction there
are many papers devoted to describing automorphisms of endomorphism
semigroups of free finitely generated universal algebras of some varieties:
groups [12], semigroups [13], associative algebras [14], inverse semigroups
[15], modules and semimodules [16], Lie algebras [17] and other algebras
(see also [18]). In this paper we solve the similar problem for the variety
of commutative g-dimonoids.

The paper is organized in the following way. In Section 2, we give
necessary definitions and statements. In Section 3, we define the notion
of a crossed isomorphism of g-dimonoids and prove auxiliary lemmas.
In Section 4, we describe all isomorphisms between the endomorphism
monoids of free commutative g-dimonoids of rank 1. In Section 5, we prove
that automorphisms of the endomorphism semigroup of a free commutative
g-dimonoid of a non-unity rank are inner or "mirror inner". We show
also that the automorphism group of the endomorphism semigroup of
a free commutative g-dimonoid is isomorphic to the direct product of a
symmetric group and a 2-element group.

2. Preliminaries

Let D1 = (D1,⊣1,⊢1) and D2 = (D2,⊣2,⊢2) be arbitrary g-dimonoids.
A mapping ϕ : D1 → D2 is called a homomorphism of D1 into D2 if

(x ⊣1 y)ϕ = xϕ ⊣2 yϕ, (x ⊢1 y)ϕ = xϕ ⊢2 yϕ

for all x, y ∈ D1.
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A bijective homomorphism ϕ : D1 → D2 is called an isomorphism of
D1 onto D2. In this case g-dimonoids D1 and D2 are called isomorphic.

A g-dimonoid (D,⊣,⊢) is called commutative if for all x, y ∈ D,

x ⊣ y = y ⊣ x, x ⊢ y = y ⊢ x.

Firstly we give an example of a g-dimonoid which is not a dimonoid.
Let A be an arbitrary nonempty set and A = {x | x ∈ A}. For every

x ∈ A assume x̃ = x and introduce a mapping α = αA : A ∪ A → A by
the following rule:

yα =

{
y, y ∈ A,

ỹ, y ∈ A.

Give an arbitrary semigroup S and define operations ≺ and ≻ on
S ∪ S as follows:

a ≺ b = (aαS)(bαS), a ≻ b = (aαS)(bαS)

for all a, b ∈ S ∪ S. The algebra (S ∪ S,≺,≻) is denoted by S(α).

Proposition 1 ([6]). S(α) is a g-dimonoid but not a dimonoid.

We note that if X is a generating set of a semigroup S, then S(α) \X
is a g-subdimonoid of S(α) generated by X.

For an arbitrary commutative semigroup S, obviously, S(α) is a com-
mutative g-dimonoid.

Recall the construction of a free commutative g-dimonoid. Let F [A]
be the free commutative semigroup generated by a set A.

Theorem 1 ([6]). F [A](α) \A is the free commutative g-dimonoid.

Observe that A is a generating set of F [A](α) \A, the cardinality of
A is the rank of F [A](α) \A and this g-dimonoid is uniquely determined
up to an isomorphism by |A|.

Further the free commutative g-dimonoid generated by A will be
denoted by FCD

g
A.

In particular, we consider the free commutative g-dimonoid of rank 1.
Let N be the set of all natural numbers and N∗ = (N ∪ N) \ {1}. Define
operations ≺ and ≻ on N∗ by

m ≺ n = m+ n, q ≺ r = q + r,

m ≺ r = m+ r, q ≺ n = q + n,

a ≻ b = a ≺ b,

for all m,n ∈ N, q, r ∈ N \ {1} and a, b ∈ N∗.
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Proposition 2 ([6]). The free commutative g-dimonoid FCD
g
A of rank 1

is isomorphic to (N∗,≺,≻).

Recall that the content of ω = x1x2 . . . xn ∈ F [A] is the set c(ω) =
{x1, x2, . . . , xn} and the length of ω is the number l(ω) = n.

For every ω ∈ FCD
g
A, the set c(ωα) and the number l(ωα) we call the

content and the length of ω, respectively, and denote it by c(ω) and l(ω).
For example, for w = bacda we have c(w) = {a, b, c, d} and l(w) = 5.

3. Auxiliary statements

We start this section with the following lemma.

Lemma 1. Let FCDg
X and FCD

g
Y be free commutative g-dimonoids ge-

nerated by X and Y , respectively. Every bijection ϕ : X → Y induces an
isomorphism εϕ : FCDg

X → FCD
g
Y such that

ωεϕ =

{
x1ϕ ≺ x2ϕ ≺ . . . ≺ xmϕ, ω = x1x2 . . . xm, m > 1,

x1ϕ ≻ x2ϕ ≻ . . . ≻ xmϕ, ω = x1x2 . . . xm, m > 1

for all ω ∈ FCD
g
X .

Proof. The proof of this statement is obvious.

Now we introduce the notion of a crossed isomorphism of g-dimonoids.
A mapping ϕ : D1 → D2 we call a crossed homomorphism of a g-dimonoid
D1 = (D1,⊣1,⊢1) into a g-dimonoid D2 = (D2,⊣2,⊢2) if for all x, y ∈ D1,

(x ⊣1 y)ϕ = xϕ ⊢2 yϕ, (x ⊢1 y)ϕ = xϕ ⊣2 yϕ.

A bijective crossed homomorphism ϕ : D1 → D2 will be called a
crossed isomorphism of D1 onto D2. In such case g-dimonoids D1 and D2

we call crossed isomorphic.
An example of crossed isomorphic g-dimonoids gives the next lemma.

Lemma 2. Let FCDg
X and FCD

g
Y be free commutative g-dimonoids ge-

nerated by X and Y , respectively. Every bijection ϕ : X → Y induces a
crossed isomorphism ε∗

ϕ : FCDg
X → FCD

g
Y such that

ωε∗
ϕ =

{
x1ϕ ≻ x2ϕ ≻ . . . ≻ xmϕ, ω = x1x2 . . . xm, m > 1,

x1ϕ ≺ x2ϕ ≺ . . . ≺ xmϕ, ω = x1x2 . . . xm, m > 1

for all ω ∈ FCD
g
X .
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Proof. It is clear that ε∗
ϕ is a bijection. Take arbitrary u, v ∈ FCD

g
X and

consider the following cases.

Case 1. u = u1u2 . . . um, v = v1v2 . . . vn ∈ F [X], then

(u ≺ v)ε∗
ϕ = (uαvα)ε∗

ϕ = (uv)ε∗
ϕ

= u1ϕ ≻ . . . ≻ umϕ ≻ v1ϕ ≻ . . . ≻ vnϕ = uε∗
ϕ ≻ vε∗

ϕ,

(u ≻ v)ε∗
ϕ = (uαvα)ε∗

ϕ = (uv)ε∗
ϕ

= u1ϕ ≺ . . . ≺ umϕ ≺ v1ϕ ≺ . . . ≺ vnϕ

= u1ϕ . . . umϕ ≺ v1ϕ . . . vnϕ = uε∗
ϕ ≺ vε∗

ϕ.

Case 2. u = u1u2 . . . um ∈ F [X], v = v1v2 . . . vn ∈ F [X] \X, then

(u ≺ v)ε∗
ϕ = (uv)ε∗

ϕ = u1ϕ . . . umϕv1ϕ . . . vnϕ

= u1ϕ . . . umϕ ≻ (v1ϕ . . . vnϕ) = uε∗
ϕ ≻ vε∗

ϕ,

(u ≻ v)ε∗
ϕ = (uv)ε∗

ϕ = u1ϕ . . . umϕv1ϕ . . . vnϕ

= u1ϕ . . . umϕ ≺ (v1ϕ . . . vnϕ) = uε∗
ϕ ≺ vε∗

ϕ.

Case 3, where u = u1u2 . . . um ∈ F [X] \ X, v = v1v2 . . . vn ∈ F [X], can
be omited since operations ≺ and ≻ are commutative.

Case 4, where u = u1u2 . . . um, v = v1v2 . . . vn ∈ F [X] \ X, is analogous
to the case 1.

From cases 1–4 it follows that ε∗
ϕ is a crossed homomorphism which

completes the proof of this statement.

For an arbitrary algebra A, we denote the endomorphism semigroup
and the automorphism group of A by End(A) and Aut(A), respectively.

Anywhere the composition of mappings is defined from left to right.

Lemma 3. Let D1 = (D1,⊣1,⊢1) and D2 = (D2,⊣2,⊢2) be arbitrary
g-dimonoids, and ϕ be any isomorphism or a crossed isomorphism of D1

onto D2. The mapping

Φ : f 7→ fΦ = ϕ−1fϕ, f ∈ End(D1),

is an isomorphism of End(D1) onto End(D2).
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Proof. Let ϕ be a crossed isomorphism of D1 onto D2. Clearly, ϕ−1 is a
crossed isomorphism of D2 onto D1. For all u, v ∈ D2 and f ∈ End(D1),

(u ⊣2 v)ϕ−1fϕ = (uϕ−1 ⊢1 vϕ
−1)fϕ

= (uϕ−1f ⊢1 vϕ
−1f)ϕ = u(ϕ−1fϕ) ⊣2 v(ϕ−1fϕ).

In similar way, ϕ−1fϕ ∈ End(D2,⊢2) and so fΦ ∈ End(D2) for all
f ∈ End(D1). The remaining part of the proof is trivial.

We call Φ from Lemma 3 as the isomorphism induced by the isomor-
phism or the crossed isomorphism ϕ.

For an arbitrary nonempty set X the identity transformation of X is
denoted by idX . By Lemma 2, ε∗

idX
is a crossed automorphism of the free

commutative g-dimonoid FCD
g
X .

By Lemma 3, a transformation Φ1 of the endomorphism monoid
End(FCDg

X) defined by ηΦ1 = (ε∗
idX

)−1ηε∗
idX

for all η ∈ End(FCDg
X), is

an automorphism. Obviously, (ε∗
idX

)−1 = ε∗
idX

.

The automorphism Φ1 we will call the mirror automorphism of
the endomorphism monoid End(FCDg

X). By Φ0 we denote the identity
automorphism of End(FCDg

X). It is clear that {Φ0,Φ1} is a group with
respect to the composition of permutations.

Let FCDg
X be the free commutative g-dimonoid generated by X. Each

endomorphism ξ of FCDg
X is uniquely determined by a mapping ϕ : X →

FCD
g
X . Really, to define ξ, it suffices to put

ωξ =

{
x1ϕ ≺ x2ϕ ≺ . . . ≺ xmϕ, ω = x1x2 . . . xm, m > 1,

x1ϕ ≻ x2ϕ ≻ . . . ≻ xmϕ, ω = x1x2 . . . xm, m > 1

for all ω ∈ FCD
g
X .

In particular, an endomorphism ξ of FCDg
X is an automorphism if

and only if a restriction ξ on X belong to the symmetric group S(X).
Therefore, the group Aut(FCDg

X) is isomorphic to S(X) (see [6]).

Let u ∈ FCD
g
X . An endomorphism θu ∈ End(FCDg

X) is called constant
if xθu = u for all x ∈ X.

Lemma 4. (i) Let u ∈ FCD
g
X , ξ ∈ End(FCDg

X). Then θuξ = θuξ.
(ii) An endomorphism ξ of FCDg

X is constant if and only if ψξ = ξ for
all ψ ∈ Aut(FCDg

X).
(iii) An endomorphism ξ of FCDg

X is constant idempotent if and only if
ξ = θx for some x ∈ X.
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Proof. (i) It is obvious.

(ii) Take a constant θu ∈ End(FCDg
X) for some u ∈ FCD

g
X , and let

ψ ∈ Aut(FCDg
X). Then x(ψθu) = (xψ) θu = u = xθu for all x ∈ X.

Now let ψξ = ξ for all ψ ∈ Aut(FCDg
X) and some ξ ∈ End(FCDg

X).
Fixing x ∈ X, we obtain xξ = x (ψξ) = (xψ) ξ = yξ, where y = xψ. Since
{xψ | ψ ∈ Aut(FCDg

X)} = X, then xξ = yξ for all y ∈ X. Consequently,
ξ = θu for u = xξ.

(iii) Let ξ ∈ End(FCDg
X) be a constant idempotent. Then ξ = θu, u ∈

FCD
g
X , and by (i) of this lemma, θu = θuθu = θuθu . This implies u = uθu

and, therefore, l(u) = 1 and u ∈ X. Converse is obvious.

4. The automorphism group of End(FCDg
X

), |X| = 1

The free commutative g-dimonoid FCD
g
X on an n-element set X we

denote by FCDg
n. Recall that the g-dimonoid FCD

g
1 is isomorphic to

(N∗,≺,≻) (see Proposition 2). Therefore, we will identify elements of
FCD

g
1 with corresponding elements of (N∗,≺,≻).

Define a binary operation ⊙ on N∗ = (N ∪ N) \ {1} by

m⊙ n = m⊙ n = m · n, m⊙ n = m⊙ n = m · n,
1 ⊙ x = x⊙ 1 = x

for all m,n ∈ N \ {1}, m,n ∈ N \ {1} and x ∈ N∗.

Lemma 5. (i) The operation ⊙ is associative.
(ii) The operation ⊙ is distributive with respect to ≺ and ≻.

Proof. It can be verified directly.

From Lemma 5 (i) it follows that (N∗,⊙) is a semigroup.

Lemma 6. The semigroups End(FCDg
1) and (N∗,⊙) are isomorphic.

Proof. Let ϕ be an arbitrary endomorphism of (N∗,≺,≻) and 1ϕ = k for
some k ∈ N∗. For all a ∈ N and b ∈ N \ {1} we obtain

aϕ = (1 ≺ 1 ≺ . . . ≺ 1︸ ︷︷ ︸
a

)ϕ = a⊙ k, bϕ = (1 ≻ 1 ≻ . . . ≻ 1︸ ︷︷ ︸
b

)ϕ = b⊙ k.

Converse, any transformation ϕk : N∗ → N∗, k ∈ N∗, defined by

aϕk = a⊙ k
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is an endomorphism of (N∗,≺,≻). Indeed, using the condition (ii) of
Lemma 5, for all a, b ∈ N∗ and ⋆ ∈ {≺,≻} we obtain

(a ⋆ b)ϕk = (a ⋆ b) ⊙ k = (a⊙ k) ⋆ (b⊙ k) = aϕk ⋆ bϕk.

Consequently,

End(N∗,≺,≻) = {ϕk | k ∈ N∗}.

Define a mapping Θ of End(N∗,≺,≻) into (N∗,⊙) by ϕkΘ = k for
all ϕk ∈ End(N∗,≺,≻). An immediate verification shows that Θ is an
isomorphism.

Remark 1. Note that all endomorphisms of a g-dimonoid (N∗,≺,≻) are
injective but they are not surjective (except an identity automorphism).
So that the automorphism group of (N∗,≺,≻) is singleton.

Let P be the set of all prime numbers, P = {x | x ∈ P} and P∗ = P∪P.
For any mapping f : A → B and a nonempty subset C ⊆ A, we denote
the restriction of f to C by f |C .

Further let A,B ⊆ N \ {1}, C ⊆ N \ {1} be nonempty subsets and

ϕ : A → B, ψ : B → C be arbitrary mappings. Denote by ϕ and
−→
ψ the

mappings A → B and, respectively, B → Cα (the mapping α was defined
in Section 2) such that

a ϕ = b if aϕ = b and b
−→
ψ = c if bψ = c.

Proposition 3. Let End(FCDg
X) ∼= End(FCDg

Y ), where X is a single-
ton set, Y is an arbitrary set. Then |Y | = 1 and the isomorphisms of
End(FCDg

X) onto End(FCDg
Y ) are in a natural one-to-one correspondence

with permutations f : P∗ → P∗ such that

Pf = P, f |P = f |P or Pf = P, f |P =
−→
f |P.

Proof. According to Lemma 6, End(FCDg
1) ∼= (N∗,⊙). Let |Y | > 2 and

a, b ∈ Y, a 6= b. Define a binary relation ρ on N∗ by

(a; b) ∈ ρ ⇔ a = b = 1 or a 6= 1 6= b, a⊙ b = b⊙ a.

Obviously, ρ is an equivalence and N∗/ρ = {N \ {1},N \ {1}, {1}}. Since
End(FCDg

Y ) ∼= (N∗,⊙), we will use the relation ρ for End(FCDg
Y ) too.

For constants θab, θa, θab ∈ End(FCDg
Y ) and some y ∈ Y we have

y(θabθa) = abθa = aa 6= ab = aθab = y(θaθab),

y(θabθab) = abθab = abab 6= abab = abθab = y(θabθab),
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therefore (θab, θa) /∈ ρ and (θab, θab) /∈ ρ. From here it follows that
(θab, θa) ∈ ρ which contradicts the fact that θabθa 6= θaθab. Then |Y | = 1.

It is clear that the semigroup (N∗ \ {1},⊙) is generated by P∗ and
P∗f = P∗ for all f ∈ Aut(N∗,⊙). Assume that there exist p, q ∈ P such
that pf = p′ ∈ P and qf = q′ ∈ P for some f ∈ Aut(N∗,⊙). Then

p′ · q′ = p′ ⊙ q′ = (p · q)f = (q · p)f = q′ ⊙ p′ = p′ · q′.

It means that Pf = P and so Pf = P, or Pf = P and then Pf = P.

If Pf = P, then for all p ∈ P we have (pf)2 = p2f = (p⊙p)f = pf⊙pf,
whence pf = pf . Thus, f |P = f |P. In a similar way it can be shown that

in the case Pf = P we obtain f |P =
−→
f |P.

On the other hand, as it is not hard to check, every permutation

f : P∗ → P∗ such that Pf = P, f |P = f |P, or Pf = P, f |P =
−→
f |P, uniquely

determines an automorphism of (N∗,⊙). These permutations and hence
the isomorphisms End(FCDg

X) → End(FCDg
Y ), are in a natural one-to-one

correspondence.

An automorphism Φ : End(FCDg
X) → End(FCDg

X) is called quasi-
inner if there exists a permutation α of FCDg

X such that βΦ = α−1βα
for all β ∈ End(FCDg

X). If α turns out to be an automorphism of FCDg
X ,

Φ is an inner automorphism of End(FCDg
X).

We denote the symmetric group on a set X by S(X). A 2-element
group with identity e is denoted by C2 = {e, a}.

Proposition 4. Automorphisms of the monoid End(FCDg
1) are quasi-

inner. In addition, the automorphism group of End(FCDg
1) is isomorphic

to the direct product S(P) × C2.

Proof. Let Ψ : End(FCDg
1) → End(FCDg

1) be an arbitrary automorphism.
Define a bijection ψ : N∗ → N∗ putting xψ = y if ϕxΨ = ϕy. It
is clear that ψ ∈ Aut(N∗,⊙), however ψ /∈ Aut(N∗,≺,≻) except the
identity permutation (see Remark 1). Then for all x ∈ N∗ and some
ϕi ∈ End(FCDg

1), i ∈ N∗, we have

x(ψ−1ϕiψ) = (xψ−1)ϕiψ = ((xψ−1) ⊙ i)ψ

= (xψ−1)ψ ⊙ iψ = x⊙ iψ = xϕiψ.

Thus, ψ−1ϕiψ = ϕiΨ and Ψ is a quasi-inner automorphism.
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The immediate check shows that a mapping Θ of Aut(N∗,⊙) onto
S(P) × C2 defined as follows:

ξΘ =

{
(ξ|P , e), P ξ = P,

(ξ|P , a), P ξ = P

for all ξ ∈ Aut(N∗,⊙), is an isomorphism.
By Lemma 6, End(FCDg

1) ∼= (N∗,⊙), therefore Aut(End(FCDg
1)) and

S(P) × C2 are isomorphic.

5. The automorphism group of End(FCDg
X

), |X| > 2

An automorphism Ψ of the endomorphism monoid End(FCDg
X) of

the free commutative g-dimonoid FCD
g
X is called stable if Ψ induces the

identity permutation of X, that is, θxΨ = θx for all x ∈ X.

Lemma 7. For all u, v ∈ F [X] \X the following equalities hold:

θuθv = θuθv and θuθv = θuθv.

Proof. It is obvious.

Lemma 8. Let Ψ be a stable automorphism of End(FCDg
X),

u, v ∈ F [X] \X, x ∈ X and ξ ∈ End(FCDg
X). Then

(i) θxξΨ = θx(ξΨ);
(ii) θuΨ = θv implies θuΨ = θv;
(iii) θuΨ = θv implies θuΨ = θv.

Proof. (i) By Lemma 4 (i), θxξΨ = (θxξ)Ψ = θx(ξΨ) = θx(ξΨ).
(ii) Let θuΨ = θv. By (i) of this lemma, θuΨ = θw for some w ∈ FCD

g
X .

Using Lemma 7, we obtain

θvl(v) = θ2
v = (θuΨ)2 = (θ2

u)Ψ

= (θuθu)Ψ = θuΨθuΨ = θvθw = θwl(v) ,

where wl(v) = w ≺ w ≺ . . . ≺ w︸ ︷︷ ︸
l(v)

. From here w = v or w = v. In the first

case we have θuΨ = θv which contradicts to injectivity of Ψ, therefore
θuΨ = θv.

(iii) This statement is anologous to the case (ii).

An endomorphism θ of the free commutative g-dimonoid FCD
g
X is

called linear if xθ ∈ X for all x ∈ X.
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Lemma 9. Let Ψ be a stable automorphism of End(FCDg
X), u, v∈FCD

g
X ,

x ∈ X and ξ ∈ End(FCDg
X). The following conditions hold:

(i) ξΨ = ξ, if ξ is linear;
(ii) c(u) = c(v), if θuΨ = θv;
(iii) l(xξ) = l(x(ξΨ)).

Proof. (i) If ξ is linear, then xξ ∈ X for all x ∈ X. Hence by stability of
Ψ, θx(ξΨ) = θxξΨ = θxξ. From here, ξΨ = ξ.

(ii) Let θuΨ = θv and c(u) \ c(v) 6= ∅. We take z ∈ c(u) \ c(v), and
x ∈ X,x 6= z, and ξ ∈ End(FCDg

X) such that zξ = x and yξ = y for all
y ∈ X, y 6= z. Then ξ is linear, vξ = v and

θuΨ = θv = θvξ = θvξ = (θuΨ)(ξΨ) = (θuξ)Ψ = θuξΨ.

From here θu = θuξ and then u = uξ which contradicts to the definition
of ξ, so c(u)\ c(v) = ∅. If z ∈ c(v)\ c(u) 6= ∅, z 6= x and ξ ∈ End(FCDg

X)
the same as above, then

θv = θuΨ = θuξΨ = (θuξ)Ψ = (θuΨ)(ξΨ) = θvξ = θvξ,

whence v=vξ which contradicts to the definition of ξ. Thus, c(v) \ c(u)=∅
and therefore, c(u) = c(v).

(iii) Let ξ1, ξ2 ∈ End(FCDg
X) such that l(xξ1) = l(xξ2) = m and

l(x(ξ1Ψ)) = r, l(x(ξ2Ψ)) = s. For all t ∈ X we obtain

t(θxξ1θx) = (xξ1)θx =

{
xm = tθxm , xξ1 ∈ F [X],

xm = tθxm , xξ1 ∈ F [X] \X.

Analogously it is proved that θxξ2θx =

{
θxm , xξ2 ∈ F [X],

θxm , xξ2 ∈ F [X] \X.
Consider following four cases.

Case 1. xξ1, xξ2 ∈ F [X]. Using that Ψ is stable, we have

θxmΨ = (θxξ1θx)Ψ = θx(ξ1Ψ)θx =

{
θxr , x(ξ1Ψ) ∈ F [X],

θxr , x(ξ1Ψ) ∈ F [X] \X,

θxmΨ = (θxξ2θx)Ψ = θx(ξ2Ψ)θx =

{
θxs , x(ξ2Ψ) ∈ F [X],

θxs , x(ξ2Ψ) ∈ F [X] \X.

If x(ξ1Ψ) ∈ F [X], x(ξ2Ψ) ∈ F [X]\X or x(ξ1Ψ) ∈ F [X]\X, x(ξ2Ψ) ∈
F [X], then we obtain θxr = θxs or θxr = θxs which is false. Otherwise, we
have r = s.
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Case 2. xξ1, xξ2 ∈ F [X] \X. It is similar to the case 1.

Case 3. xξ1 ∈ F [X], xξ2 ∈ F [X] \X. Assume that θxmΨ = θxr , then by
(ii) of Lemma 8 we have θxmΨ = θxr . On the other hand,

θxmΨ = (θxξ2θx)Ψ = θx(ξ2Ψ)θx =

{
θxs , x(ξ2Ψ) ∈ F [X],

θxs , x(ξ2Ψ) ∈ F [X] \X.

For x(ξ2Ψ) ∈ F [X] we obtain xr = xs which is false. If x(ξ2Ψ) ∈
F [X] \X, then θxr = θxs , whence r = s.

In similar way we can show that r = s if θxmΨ = θxr .

Case 4. xξ1 ∈ F [X] \X, xξ2 ∈ F [X]. It is analogous to the case 3.
Thus, cases 1–4 imply that r and s coincides.
Further, let A be a nonempty finite subset of X and

EndmA (x) = {ξ ∈ End(FCDg
X) | l(xξ) = m, c(xξ) = A}.

For θxξ ∈ EndmA (x) by (i) of Lemma 8 we have θxξΨ = θx(ξΨ). By (ii)
of given lemma, c(xξ) = c(x(ξΨ)). Taking into account the previous
arguments, there exists k such that EndmA (x)Ψ ⊆ EndkA(x). Since Ψ is
bijective, k = m. Thus, l(xξ) = l(x(ξΨ)) for all ξ ∈ End(FCDg

X) and
x ∈ X.

Corollary 1. Let Ψ be a stable automorphism of End(FCDg
X) and

x1, x2 ∈ X are distinct. Then

θx1x2Ψ = θx1x2 or θx1x2Ψ = θx1x2 .

Proof. By Lemma 8 (i), θx1x2Ψ = θu for some u ∈ FCD
g
X , and by (ii) of

Lemma 9, c(u) = {x1, x2}. By (iii) of Lemma 9, l(u) = 2. Thus, u = x1x2

or u = x1x2.

Lemma 10. Let Ψ be a stable automorphism of End(FCDg
X) and

x1, x2 ∈ X are distinct. Then
(i) θx1x2Ψ = θx1x2 implies Ψ = Φ0;
(ii) θx1x2Ψ = θx1x2 implies Ψ = Φ1.

Proof. (i) By induction on the length of u we show that θuΨ = θu for
all u ∈ F [X]. By stability of Ψ, θxΨ = θx for all x ∈ X. Assume that
θvΨ = θv for all v ∈ F [X] with l(v) < n, and let u = u1 . . . un ∈ F [X],
where n > 2. Let v1 = u1 . . . un−1, v2 = un and f ∈ End(FCDg

X) is such
that x1f = v1, x2f = v2 and yf = y for all y ∈ X \ {x1, x2}. Then
x(θx1x2f) = (x1x2)f = x1fx2f = u = xθu for all x ∈ X.
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By Lemma 8 (i) and the induction hypothesis, we have

θxi(fΨ) = θxifΨ = θvi
Ψ = θvi

= θxif , i ∈ {1, 2},
θx(fΨ) = θxfΨ = θxΨ = θx = θxf , x ∈ X \ {x1, x2}.

So, fΨ = f and then for all u ∈ F [X] with l(u) > 2,

θuΨ = (θx1x2f)Ψ = (θx1x2Ψ)(fΨ) = θx1x2f = θu.

By (ii) of Lemma 8, θuΨ = θu for all u ∈ F [X] \X, so that θuΨ = θu
for all u ∈ FCD

g
X . Now for all x ∈ X and ϕ ∈ End(FCDg

X),

θx(ϕΨ) = θxϕΨ = θxϕ.

This implies ϕΨ = ϕ for all ϕ ∈ End(FCDg
X), that is, Ψ = Φ0.

(ii) Take the crossed automorphism ε∗
idX

of FCD
g
X (see Lemma 2).

For all u ∈ FCD
g
X and f ∈ End(FCDg

X) we use denotations u∗ = uε∗
idX

and f∗ = (ε∗
idX

)−1fε∗
idX

.

By induction on l(u) we show that θuΨ = θu∗ for all u ∈ F [X]. The
induction base follows from the fact that Ψ is stable.

Let us suppose that θvΨ = θv∗ for all v ∈ F [X] such that l(v) < n,
and let u = u1 . . . un ∈ F [X], n > 2. We put v1 = u1, v2 = u2 . . . un, and
take the endomorphism f of FCDg

X such that x1f = v1, x2f = v2, and
yf = y for all y ∈ X \ {x1, x2}.

Similarly as in (i) of this lemma, we can show that θx1x2f = θu. By
Lemma 8 (i) and the induction hypothesis,

θxi(fΨ) = θxifΨ = θvi
Ψ = θv∗

i
= θxif∗ , i ∈ {1, 2},

θx(fΨ) = θxfΨ = θxΨ = θx∗ = θxf∗ , x ∈ X \ {x1, x2}.

From here, fΨ = f∗. Then for all u ∈ F [X] with l(u) > 2,

θuΨ = (θx1x2f)Ψ = (θx1x2Ψ)(fΨ) = θx1x2f
∗ = θu = θu∗ .

Taking into account Lemma 8 (iii), θuΨ = θu for all u ∈ F [X] \X. It
means that θuΨ = θu∗ for all u ∈ FCD

g
X .

Finally, for all x ∈ X and ϕ ∈ End(FCDg
X) we have

θx(ϕΨ) = θxϕΨ = θ(xϕ)∗ = θxϕ∗ .

Hence, ϕΨ = ϕ∗ for all ϕ ∈ End(FCDg
X), that is, Ψ = Φ1.
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Theorem 2. Let X be an arbitrary set with |X| > 2. Every isomorphism
Φ : End(FCDg

X) → End(FCDg
Y ) is induced either by the isomorphism εf

or by the crossed isomorphism ε∗
f of FCD

g
X onto FCD

g
Y for a uniquely

determined bijection f : X → Y .

Proof. Let Φ : End(FCDg
X) → End(FCDg

Y ) be an arbitrary isomorphism.
In similar way as in the case of free abelian dimonoids (see [19, Theorem 3]),
using Lemma 4 can be shown that for every x ∈ X there exists y ∈ Y
such that θxΦ = θy. Define a bijection f : X → Y putting xf = y if
θxΦ = θy. In this case we say that f is induced by Φ.

By Lemma 1, f induces the isomorphism εf : FCDg
X → FCD

g
Y . Ac-

cording to Lemma 3, Ef : η 7→ ε−1
f ηεf is an isomorphism of End(FCDg

X)

onto End(FCDg
Y ). From this it follows that the composition ΦE−1

f is an

automorphism of End(FCDg
X).

Further for all x ∈ X we have

θx(ΦE−1
f ) = (θxΦ)E−1

f = θxfE
−1
f = θ(xf)f−1 = θx,

which implies stability of ΦE−1
f .

Using Corollary 1 and Lemma 10, we obtain ΦE−1
f is either the identity

automorphism Φ0 or the mirror automorphism Φ1. Assume, ΦE−1
f = Φ0,

then Φ = Ef which means that Φ is an isomorphism induced by εf . If
ΦE−1

f = Φ1, then Φ = Φ1Ef which means that Φ is an isomorphism
induced by ε∗

f .

The following statement gives the positive solution of the definability
problem of free commutative g-dimonoids by its endomorphism semi-
groups.

Corollary 2. Let FCD
g
X and FCD

g
Y be free commutative g-dimonoids

such that End(FCDg
X) ∼= End(FCDg

Y ). Then FCD
g
X and FCD

g
Y are iso-

morphic.

Proof. As shown in the proof of Theorem 2, every isomorphism Φ :
End(FCDg

X) → End(FCDg
Y ) induces a bijection X → Y , therefore obvi-

ously we obtain FCD
g
X

∼= FCD
g
Y .

We recall that an automorphism Φ : End(FCDg
X) → End(FCDg

X) is
quasi-inner if there exists α ∈ S(FCDg

X) such that βΦ = α−1βα for all
β ∈ End(FCDg

X).

At the end we consider the automorphism group of End(FCDg
X).
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Theorem 3. Let X be an arbitrary set with |X| > 2. Then
(i) all automorphisms of End(FCDg

X) are quasi-inner;
(ii) the automorphism group Aut(End(FCDg

X)) is isomorphic to the
direct product S(X) × C2.

Proof. (i) Let X = Y in Theorem 2, then it will be the part of Theorem 3.
It is not hard to see that every automorphism Φ of End(FCDg

X) is either
an inner automorphism or the product of a mirror automorphism and an
inner automorphism. Namely, we have Φ = Eϕ or Φ = Φ1Eϕ for a suitable
bijection ϕ : X → X. It means that all automorphisms of End(FCDg

X)
are quasi-inner.

(ii) It is clear that the automorphism group {Φ0,Φ1} of End(FCDg
X) is

isomorphic to C2. Define a mapping ζ : Aut(End(FCDg
X)) → S(X) × C2

as follows:

Φζ =

{
(ϕ,Φ0), Φ = Eϕ,

(ϕ,Φ1), Φ = Φ1Eϕ

for all Φ ∈ Aut(End(FCDg
X)).

It is easy to see that ζ is a bijection. Since for all ϕ,ψ ∈ S(X) and
f ∈ End(FCDg

X),

f(EϕEψ) = (ε−1
ϕ fεϕ)Eψ = (εϕεψ)−1f(εϕεψ)

= ε−1
ϕψfεϕψ = fEϕψ

and

f(EϕΦ1) = (ε−1
ϕ fεϕ)Φ1 = (ε∗

idX
ε−1
ϕ )f(εϕε

∗
idX

)

= (ε−1
ϕ ε∗

idX
)f(ε∗

idX
εϕ) = (ε∗

idX
fε∗

idX
)Eϕ = f(Φ1Eϕ),

we obtain EϕEψ = Eϕψ and EϕΦ1 = Φ1Eϕ.
The immediate check shows that ζ is a homomorphism.
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