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Abstract. V.I. Arnold [Russian Math. Surveys, 26 (no. 2),
1971, pp. 29–43] gave a miniversal deformation of matrices of lin-
ear operators; that is, a simple canonical form, to which not only a
given square matrix A, but also the family of all matrices close to
A, can be reduced by similarity transformations smoothly depend-
ing on the entries of matrices. We study miniversal deformations
of quiver representations and obtain a miniversal deformation of
matrices of chains of linear mappings

V1 V2 · · · Vt ,

where all Vi are complex or real vector spaces and each line denotes
−→ or ←−.

Introduction

All matrices B that are close to a given square complex matrix A reduce
by similarity transformations to their Jordan canonical forms, but these
forms and transformations may be discontinuous relative to the entries of
B. Arnold [1] (see also [2, § 30]) constructed a normal form, to which not
only the matrix A, but all matrices close to it, can be reduced by smooth
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48 Miniversal deformations

similarity transformations. He called this normal form a miniversal defor-
mation of A. A miniversal deformation of real matrices for similarity was
given by Galin [5]. A miniversal deformation of pairs of m-by-n matrices
with respect to simultaneous equivalence (that is, of matrix pencils) was
obtained in the paper [4], which was awarded by the SIAG/LA (SIAM
Activity Group on Linear Algebra) Prize in Applied Linear Algebra for
the years 1997–2000. The miniversal deformations from [4] and [5] were
simplified in [6]. These results are important for applications in which
one has matrices that arise from physical measurements, which means
that their entries are known only approximately.

The notion of a miniversal deformation was extended to quiver rep-
resentations in [6]. Recall that a quiver is a directed graph, its repre-
sentation A over a field F is given by assigning to each vertex p a finite
dimensional vector space Ap over F and to each arrow α : p→ q a linear
mapping Aα : Ap → Aq. Studying the family of quiver representations
whose matrices are close to the matrices of a given representation A, we
can independently reduce the matrices of each representation to Belit-
skii’s canonical form [9] losing the smoothness relative to the entries of
these matrices. This leads to the problem of constructing a simple normal
form to which all representations close to A can be reduced by smooth
changes of bases; that is, to the problem of constructing a miniversal
deformation of A.

In Section 1 we recall a theorem from [6] that admits to construct
miniversal deformations of quiver representations. In Section 3 we give a
direct and constructive proof of this theorem (it was deduced in [6] from
some result about miniversal deformations formulated in [3]). In Section 1
we also prove that a miniversal deformation of each quiver representation
is easily constructed from miniversal deformations of direct sums of two
indecomposable representations. In Section 2 we obtain a miniversal
deformation of each quiver 1 − 2 − · · · − t with an arbitrary orientation
of its arrows; that is, a miniversal deformation of matrices of chains of
linear mappings

V1 V2 · · · Vt ,

where all Vi are complex or real vector spaces and each line denotes −→
or ←−.

1. Miniversal deformations of quiver representations

In this section we consider representations of a quiver Q with vertices
1, . . . , t. Let A be any representation of Q over a field F. Choosing bases
in the spaces A1, . . . ,At we may give A by the matrices of its linear
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mappings Aα : Ap → Aq. This leads to the following definitions. By a
matrix representation of dimension ~n = (n1, . . . , nt) ∈ {0, 1, 2, . . . }t of
Q over F we mean any set A of matrices Aα ∈ F

nq×np assigned to all
arrows α : p → q. Two matrix representations A and B of dimension
~n are isomorphic if there is a sequence S = (S1, . . . , St) of nonsingular
n1 × n1, . . . , nt × nt matrices such that

Bα = SqAαS−1
p for each arrow α : p→ q.

In this case we say that S is an isomorphism of the representations A
and B and write S : A

∼
−→ B. Clearly, all isomorphic matrix representa-

tions define the same (operator) representation with respect to different
bases of its spaces. Denote by R(~n, F) the vector space of all matrix
representations of dimension ~n over F.

From this point on, F is a field of complex or real numbers, and we
consider only matrix representations omitting usually the word “matrix”
for abbreviation. A deformation of A ∈ R(~n, F) is a matrix representation
A(~λ), ~λ = (λ1, . . . , λk), such that the entries of its matrices are conver-
gent in a neighborhood of ~0 power series of variables (they are called
parameters) λ1, . . . , λk over F and A(~0) = A. Two deformations A(~λ)
and B(~λ) of A ∈ R(~n, F) are called equivalent if the identity isomorphism

I~n = (In1
, . . . , Int) : A

∼
−→ A

possesses a deformation I(~λ) (its matrices are convergent in a neighbor-
hood of ~0 matrix power series and I(~0) = I~n) such that

Bα(~λ) = Iq(~λ)Aα(~λ)Ip(~λ)−1 for each arrow α : p→ q

in a neighborhood of ~0.

Definition 1. A deformation A(λ1, . . . , λk) of a representation A is
called versal if every deformation B(µ1, . . . , µl) of A is equivalent to a
deformation of the form A(ϕ1(~µ), . . . , ϕk(~µ)), where ϕi(~µ) are conver-
gent in a neighborhood of ~0 power series such that ϕi(~0) = 0. A versal
deformation A(λ1, . . . , λk) of A is called miniversal if there is no versal
deformation having less than k parameters.

A miniversal deformation of any representation A of dimension ~n can
be constructed as follows. The triples consisting of all arrows α : p → q
of Q and indices of the nq-by-np matrices Aα of A form the set

Υ~n := {(α, i, j) |α : p→ q, i = 1, . . . , nq, j = 1, . . . , np}. (1)
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For each (α, i, j) ∈ Υ~n, define the elementary representation Eαij whose
matrices are zero except for the matrix assigned to α; the (i, j)th entry
of this matrix is 1 and the others are 0.

For each subset Γ ⊂ Υ~n, define the deformation

UΓ (~ε) := A +
∑

(α,i,j)∈Γ

εαijEαij (2)

of A, in which all εαij are independent parameters. The deformation

U(~ε) := UΥ~n
(~ε) (3)

is universal in the sense that each deformation B(µ1, . . . , µl) of A has the
form U(~ϕ(µ1, . . . , µl)), where ϕαij(µ1, . . . , µl) are convergent in a neigh-
borhood of ~0 power series such that ϕαij(~0) = 0. Hence the deformation
B(µ1, . . . , µl) in Definition 1 can be replaced by U(~ε), which proves the
following lemma.

Lemma 2. The following two conditions are equivalent for any deforma-
tion A(λ1, . . . , λk) of a representation A:

(i) The deformation A(λ1, . . . , λk) is versal.

(ii) The deformation U(~ε) defined in (3) is equivalent to a deformation
of the form A(ϕ1(~ε), . . . , ϕk(~ε)), where ϕi(~ε) are convergent in a
neighborhood of ~0 power series such that ϕi(~0) = 0.

For a representation A of dimension ~n and each sequence C1, . . . , Ct

of n1 × n1, . . . , nt × nt matrices, we define the representation [C, A] of
the same dimension as follows:

[C, A]α = CqAα −AαCp for each arrow α : p→ q. (4)

Denote by [F~n×~n, A] the set of such representations.
Due to the next theorem, each representation A ∈ R(~n, F) possesses a

miniversal deformation of the form (2), which was called in [6] a simplest
miniversal deformation of A.

Theorem 3 ([6, Theorem 2.1]). Let A be a matrix representation of
dimension ~n of a quiver Q with vertices 1, . . . , t over a field F of complex
or real numbers. For each subset Γ of the set (1), the deformation UΓ (~ε)
defined in (2) is miniversal if and only if the vector space R(~n, F) of all
representations of dimension ~n decomposes into the direct sum

R(~n, F) = [F~n×~n, A]⊕ EΓ , (5)

in which EΓ denotes the subspace spanned by all elementary representa-
tions Eαij with (α, i, j) ∈ Γ .
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In Section 3 we give a direct proof of Theorem 3. A simplest miniver-
sal deformation of A ∈ R(~n, F) can be constructed as follows. Let
T1, . . . , Tr be a basis of the space [F~n×~n, A], and let E1, . . . , El be the
basis of R(~n, F) consisting of all elementary representations Eαij . Re-
moving from the sequence T1, . . . , Tr, E1, . . . , El every representation that
is a linear combination of the preceding representations, we obtain a new
basis T1, . . . , Tr, Ei1 , . . . , Eik of the space R(~n, F). By Theorem 3, the
deformation

A(ε1, . . . , εk) = A + ε1Ei1 + · · ·+ εkEik

is miniversal.
A direct sum of two matrix representations A and B is the represen-

tation

C = A⊕B, Cα := Aα ⊕Bα for all arrows α.

A representation is called indecomposable if it is not isomorphic to a
direct sum of representations of smaller sizes. It is known that each
matrix representation A is isomorphic to a direct sum of indecomposable
representations

A1 ⊕A2 ⊕ · · · ⊕As

determined by A uniquely up to permutation of summands and replace-
ment them by isomorphic representations.

Theorem 4. Let A = A1 ⊕ · · · ⊕As be a matrix representation, and let

A(~ε) = A + B(~ε)

=











A1 + B11(~ε) B12(~ε) . . . B1s(~ε)
B21(~ε) A2 + B22(~ε) . . . B2s(~ε)

...
...

. . .
...

Bs1(~ε) Bs2(~ε) . . . As + Bss(~ε)











(6)

be its deformation of the form (2), whose matrices are partitioned into
blocks conformably to the partition of A. Then A(~ε) is a simplest mini-
versal deformation of A if and only if each

Apq(~ε) :=

[

Ap + Bpp(~ε) Bpq

Bqp(~ε) Aq + Bqq(~ε)

]

, p < q, (7)

is a simplest miniversal deformation of Ap ⊕Aq.

Proof. For p, q ∈ {1, . . . , s} and for each representation M of dimension
~n, whose matrices are partitioned into blocks conformably to the partition
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of (6), denote by M (p,q) the representation obtained from M as follows:
in each of its matrices one replaces by 0 all blocks except for the (p, q)th

block. If V is a subspace of R(~n, F), then

V(p,q) := {M (p,q) |M ∈ V}

is also a subspace.
Let the deformation (6) be miniversal. Since it has the form (2),

the decomposition (5) holds, and so each M ∈ R(~n, F)(p,q) is uniquely
represented in the form

M = P + Q, P ∈ [F~n×~n, A], Q ∈ EΓ .

Then M = M (p,q) = P (p,q) + Q(p,q) and due to the obvious inclusions

[F~n×~n, A](p,q) ⊂ [F~n×~n, A], E
(p,q)
Γ ⊂ EΓ

we have

P ∈ [F~n×~n, A](p,q), Q ∈ E
(p,q)
Γ ,

and so

R(~n, F)(p,q) = [F~n×~n, A](p,q) ⊕ E
(p,q)
Γ (8)

for all p, q ∈ {1, . . . , s}. Due to Theorem 3, the deformations (7) are
miniversal for all p < q.

Conversely, if the deformations (7) are miniversal for all p < q, then
applying the same reasoning as above to (7) instead of A(~ε), we obtain
the decompositions (8) for all (p, q). They ensure the decomposition (5),
and so the deformation (6) is miniversal by Theorem 3.

The next lemma helps to construct miniversal deformations and will
be used in Section 2.

Lemma 5. Let A be a representation of Q such that Aα = I for some
arrow α : p1 → p2, p1 6= p2. Denote by Q′ the quiver obtained from Q by
removing the arrow α and replacing p1 and p2 by a single vertex p (then
each other arrow that connects p1 and p2 becomes a loop). Denote by A′

the representation of Q′ that is obtained from A by removing Aα = I.
Then each miniversal deformation of A′ can be extended to a miniversal
deformation of A by assigning the identity matrix to α.

Proof. Let A′(λ1, . . . , λk) be a miniversal deformation of A′, and let
A(λ1, . . . , λk) be the deformation of A obtained from A′(λ1, . . . , λk) by
assigning the identity matrix to α. We need to prove that A(λ1, . . . , λk)
satisfies the condition (ii) of Lemma 2. Since Aα = I, the deformation
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U(~ε) of A is equivalent to some deformation B(~ε) that is the identity
on α. Denote by B′(~ε) the deformation of A′ obtained from B(~ε) by
removing B(~ε)α = I. Since A′(λ1, . . . , λk) is a miniversal deformation
of A′, by Definition 1 B′(~ε) is equivalent to a deformation of the form
A′(ϕ1(~µ), . . . , ϕk(~µ)), where ϕi(~µ) are convergent in a neighborhood of ~0
power series such that ϕi(~0) = 0. Then B(~ε) is equivalent to the defor-
mation A(ϕ1(~µ), . . . , ϕk(~µ)) and so A(λ1, . . . , λk) satisfies the condition
(ii) of Lemma 2.

2. Miniversal deformations of matrices of chains of linear

mappings

In this section, we give simplest miniversal deformations of matrices of
chains of linear mappings V1−V2−· · ·−Vt over complex or real numbers;
that is, of representations of the quiver

1
α1

2
α2

· · ·
αt−2

(t− 1)
αt−1

t (9)

in which each line denotes −→ or ←−. Due to Theorem 4, it suffices
to give simplest miniversal deformations of those of its representations
that are direct sums of two nonindecomposable representations. Each
representation A of this quiver is isomorphic to a direct sum, determined
uniquely up to permutation of summands, of indecomposable represen-
tations of the form

Lij : 1
0
· · ·

0
i

I1
· · ·

I1
j

0
· · ·

0
t , (10)

1 6 i 6 j 6 t, having dimension (0, . . . , 0, 1, . . . , 1, 0, . . . 0) (in [10] this
direct sum is constructed by A using only unitary transformations). Note
that the zero matrices in (10) have sizes 0× 0, 0× 1, or 1× 0; it is agreed
that there exists exactly one matrix, denoted by 0n0, of size n × 0 and
there exists exactly one matrix, denoted by 00n, of size 0 × n for every
nonnegative integer n; they represent the linear mappings 0 → F

n and
F

n → 0 and are considered as zero matrices. Then

Mpq ⊕ 0m0 =

[

Mpq 0
0 0m0

]

=

[

Mpq 0p0

0mq 0m0

]

=

[

Mpq

0mq

]

and

Mpq ⊕ 00n =

[

Mpq 0
0 00n

]

=

[

Mpq 0pn

00q 00n

]

=
[

Mpq 0pn

]

for every p× q matrix Mpq.
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The next theorem gives simplest miniversal deformations of all direct
sums of two indecomposable representations Lij of the quiver (9). Using
them and Theorem 4, one can construct a simplest miniversal deformation
of any representation decomposed into a direct sum of indecomposable
representations.

Theorem 6. Let Lpq and Lrs (p 6 r) be two nonindecomposable repre-
sentations of the form (10) of the quiver (9) over complex or real numbers.
Then a miniversal deformation of A = Lpq⊕Lrs has at most 1 parameter.
Moreover, it has no parameters (and hence coincides with A) in all the
cases except for the next cases, in which the representations A and their
simplest miniversal deformations A(λ) are the following:

(i) Lpq ⊕ Lq+1,s (p 6 q < s),

· · · q
[λ]

q + 1 · · · (11)

(ii) Lpq ⊕ Lqs (p < q < s),

· · · q − 1





1
0





−−−→ q

[

λ 1
]

−−−−−→ q + 1 · · · (12)

· · · q − 1

[

1 0
]

←−−−−− q





λ
1





←−−− q + 1 · · · (13)

(iii) Lpq ⊕ Lrs (p < r 6 s < q),

· · · r − 1





1
0





−−−→ r
I2

· · ·
I2

s





1
λ





←−−− s + 1 · · ·

· · · r − 1

[

1 0
]

←−−−−− r
I2

· · ·
I2

s

[

1 λ
]

−−−−−→ s + 1 · · ·

(each line denotes −→ or ←−; all unspecified matrices of A(λ) coincide
with the corresponding matrices of A).

Proof. Let us find a miniversal deformation of A = Lpq ⊕ Lrs. We may
suppose that the pairs (p, q) and (r, s) are lexicographically ordered; that
is, p 6 r and if p = r then q 6 s. Deleting arrows of the quiver (9)
that correspond to matrices without rows or columns, we reduce our
consideration to the case p = 1, max(q, s) = t, and r 6 q + 1. Due to
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Lemma 5, we may suppose that A has no identity matrices. Then the
quiver has at most 3 vertices and A is one of the following representations:

L11 ⊕ L11, L11 ⊕ L22, L12 ⊕ L22, L11 ⊕ L12, L12 ⊕ L23, L13 ⊕ L22,

or diagrammatically
[

•
•

]

,

[

•
•

]

,

[

• •
•

]

,

[

•
• •

]

,

[

• •
• •

]

,

[

• • •
•

]

;

here the first row of each matrix represents Lpq and the second row rep-
resents Lrs.

The representation L11⊕L11 has no matrices, and so its deformation
has no parameters.

The representation L11⊕L22 consists of the 1-by-1 matrix [0] and has
the deformation (11).

The representation L12 ⊕ L22 is

1





1
0





−−−→ 2 or 1

[

1 0
]

←−−−−− 2

depending on the orientation of the arrow. In both the cases, [F~n×~n, A] =
R(~n, F) and so by (5) EΓ = 0. Hence each miniversal deformation of A
has no parameters. The same holds for A = L11 ⊕ L12.

Depending on the orientation of arrows, A = L12⊕L23 has one of the
forms:

1





1
0





−−−→ 2

[

0 1
]

−−−−−→ 3 1

[

1 0
]

←−−−−− 2





0
1





←−−− 3 (14)

1





1
0





−−−→ 2





0
1





←−−− 3 1

[

1 0
]

←−−−−− 2

[

0 1
]

−−−−−→ 3 (15)

In the first case, the space [F~n×~n, A] with ~n = (1, 2, 1) consists of the
representations

[C, A] : 1





b1 − a
b3





−−−−−−→ 2

[

−b3 c− b4

]

−−−−−−−−−−→ 3

defined by (4), in which

C1 = [a], C2 =

[

b1 b2

b3 b4

]

, C3 = [c].
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Due to (5), the representation (12) is a miniversal deformation of A.
Analogously, (13) is a miniversal deformation of the second representation
in (14). If A is of the form (15), then [F~n×~n, A] coincides with R(~n, F)
and so each miniversal deformation of A has no parameters.

Depending on the orientation of arrows, A = L13⊕L22 has one of the
forms:

1





1
0





−−−→ 2

[

1 0
]

−−−−−→ 3 1

[

1 0
]

←−−−−− 2





1
0





←−−− 3 (16)

1





1
0





−−−→ 2





1
0





←−−− 3 1

[

1 0
]

←−−−−− 2

[

1 0
]

−−−−−→ 3 (17)

All miniversal deformations of (16) have no parameters. The representa-
tions (iii) in Theorem 6 are miniversal deformations of (17).

3. A direct proof of Theorem 3

For each matrix P = [pij ] over a field F of complex or real numbers, we
define its norm as follows:

‖P‖ :=
∑

|pij |.

By [7, Section 5.6],

‖aP + bQ‖ 6 |a| ‖P‖+ |b| ‖Q‖, ‖PQ‖ 6 ‖P‖ ‖Q‖ (18)

for matrices P and Q and a, b ∈ F.

For each finite set M = {M1, . . . , Ml} of matrices, we put

‖M‖ := ‖M1‖+ · · ·+ ‖Ml‖.

Let Q be a quiver with vertices 1, . . . , t, let M be its representation
of dimension ~n = (n1, . . . , nt), and let S = (S1, . . . , St) be a sequence
of matrices of sizes n1 × n1, . . . , nt × nt (such sequences will be called
~n-sequences ; they are closed under addition and multiplication). Denote
by SM and MS the representations of Q obtained from M by replacing
each matrix Mα assigned to α : p → q with SqMα and, respectively,
MαSp. Due to (18),

‖SM‖ 6
∑

p,α

‖Sp‖ ‖Mα‖ = ‖S‖ ‖M‖, ‖M‖ ‖S‖ 6 ‖M‖ ‖S‖.
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If Mα = [mαij ] and Γ ⊂ Υ~n is a subset of (1), then we put

‖M‖Γ :=
∑

(α,i,j)/∈Γ

|mαij |;

in particular, ‖M‖Υ~n
= ‖M‖.

Lemma 7. Let A and Γ be the representation and the set from Theorem 3
satisfying (5). There exists a natural number m such that for each real
numbers ε and δ satisfying

0 < ε 6 δ <
1

m

and for each representation M of Q satisfying

‖M‖Γ < ε, ‖M‖ < δ (19)

there exists an ~n-sequence

S = I~n + X, ‖X‖ < mε, (20)

in which I~n = (In1
, . . . , Int) and the entries of matrices of X are linear

polynomials in entries of M such that

S(A + M)S−1 = A + M ′, ‖M ′‖Γ < mεδ, ‖M ′‖ < δ + mε. (21)

Proof. First we construct the ~n-sequence (20). By (5), for each elemen-
tary representation Eαij , (α, i, j) ∈ Υ~n, (they were introduced after Def-
inition 1), there exists an ~n-sequence Xαij such that

Eαij + XαijA−AXαij ∈ EΓ .

If M =
∑

αij mαijEαij (that is, the representation M from Lemma 7 is
formed by the matrices Mα = [mαij ]), then

∑

αij

mαijEαij +
∑

αij

mαijXαijA−
∑

αij

mαijAXαij ∈ EΓ

and for

S = I~n + X, X :=
∑

αij

mαijXαij ,

we have

M + SA−AS ∈ EΓ . (22)
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If (α, i, j) ∈ Γ , then Eαij ∈ EΓ and we can put Xαij = 0. If (α, i, j) /∈ Γ ,
then |mαij | < ε by the first inequality in (19). We obtain

‖X‖ 6
∑

(α,i,j)/∈Γ

|mαij | ‖Xαij‖ <
∑

(α,i,j)/∈Γ

ε‖Xαij‖ = εc, (23)

where
c :=

∑

(α,i,j)/∈Γ

‖Xαij‖.

Take ε < 1/(2c), then

εc <
1

2
(24)

and so
‖Xk‖ 6 ‖X‖k < (εc)k < 1/2k → 0 if k →∞.

Hence,

S−1 = (I~n + X)−1 = I~n −X + X2 −X3 + · · ·

= I~n −XS−1 = I~n −X + X2S−1. (25)

Furthermore,

‖S−1‖ 6 ‖I~n‖+ ‖X‖+ ‖X‖2 + · · · < n + εc + (εc)2 + · · · ,

where n := n1 + · · ·+ nt, and by (24)

‖S−1‖ 6 n− 1 +
1

1− 1/2
= n + 1. (26)

Using (25), we obtain

S(A + M)S−1 = (A + M + XA + XM)S−1 = A(I~n −X + X2S−1)

+ (M + XA)(I~n −XS−1) + XMS−1 = A + M ′,

where

M ′ := M + XA−AX + N,

N := AX2S−1 − (M + XA)XS−1 + XMS−1.

Then by (23), (26), and (19), and since ε 6 δ, we have

‖N‖ 6 2‖A‖(εc)2(n + 1) + 2δ(εc)(n + 1) 6 εδd,

where
d := 2‖A‖c2(n + 1) + 2c(n + 1).
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By (22), M + XA−AX ∈ EΓ , and so

‖M ′‖Γ = ‖N‖Γ 6 εδd.

Furthermore,

‖M ′‖ 6 ‖M‖+ ‖XA−AX‖+ ‖N‖ 6 δ + 2εc‖A‖+ εδd = δ + eε,

where
e := 2c‖A‖+ δd.

Taking any natural number m that is greater than c, d, and e, we obtain
(20) and (21).

Lemma 8. Let m be any natural number being > 3, and let

ε1, δ1, ε2, δ2, ε3, δ3, . . .

be the sequence of numbers defined by induction:

ε1 = δ1 = m−7, εi+1 = mεiδi, δi+1 = δi + mεi. (27)

Then
εi < m−4i, δi < m−5 (28)

for all i and
ε1 + ε2 + ε3 + · · · < 2. (29)

Proof. Reasoning by induction, we assume that the inequalities (28) hold
for i = 1, 2, . . . , l. Then

εl+1 = mεlδl < m−4lmm−5 = m−4(l+1)

and

δl+1 = δl + mεl = δl−1 + m(εl−1 + εl) = · · ·

= δ1 + m(ε1 + ε2 + · · ·+ εl)

< m−7 + m(m−7 + m−4·2 + m−4·3 + · · · )

6 m−7 + m−6(1 + m−1 + m−2 + m−3 + · · · )

= m−7 + m−6 1

1−m−1
6 m−6

(

m−1 +
3

2

)

< 2m−6 < m−5.

This proves (28) for all i. Then (29) holds too since

ε1 + ε2 + ε3 + · · · < m−4 + m−4·2 + m−4·3 + · · · <
1

1−m−4
< 2.
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Theorem 3 follows from the next lemma.

Lemma 9. Let A and Γ satisfy (5), let m be a natural number that is
greater than 3 and satisfies Lemma 7, and let M be any representation
satisfying ‖M‖ < m−7. Then there exists an ~n-sequence S = I~n + X
depending holomorphically on the entries of M in a neighborhood of zero
such that

S(A + M)S−1 −A ∈ EΓ

and S = I~n if M = 0.

Proof. We construct a sequence of representations

A + M1, A + M2, A + M3, . . .

by induction. Put M1 = M . Let Mi be constructed and let

‖Mi‖Γ < εi, ‖Mi‖ < δi,

where εi and δi are defined in (27). Then by (28) and Lemma 7 there
exists

Si+1 = I~n + Xi+1, ‖Xi+1‖ < mεi+1, (30)

such that

Si+1(A + Mi)S
−1
i+1 = A + Mi+1, ‖Mi+1‖Γ < εi+1, ‖Mi+1‖ < δi+1.

For each natural number l, put

S(l) := Sl · · ·S3S2S1 = (I~n + Xl) · · · (I~n + X2)(I~n + X1). (31)

Let us prove that the sequence S(1), S(2), S(3), . . . converges. Indeed,

S(l) = I~n +
∑

l>i

Xi +
∑

l>i>j

XiXj + · · ·

and so

‖S(l)‖ 6 ‖I~n‖+
∑

l>i

‖Xi‖+
∑

l>i>j

‖Xi‖ ‖Xj‖+ · · ·

6 n− 1 + (1 + ‖X1‖)(1 + ‖X2‖)(1 + ‖X3‖) · · · , (32)

where n := n1 + · · · + nt. By [8, Section III, §4.3], the product (32)
converges since the sum

‖X1‖+ ‖X2‖+ ‖X3‖+ · · ·
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converges due to (30) and (29).
The entries of all matrices forming S := limS(l) are holomorphic func-

tions in the entries of M (that satisfies ‖M‖ < m−7) due to Weierstrass’
theorem [8, Section III, §4.1] since the sequence

I~n + X1, (I~n + X2)(I~n + X1), (I~n + X3)(I~n + X2)(I~n + X1), . . .

converges uniformly to (31).
Since A + Ml → S(A + M)S−1 if l → ∞ and ‖Ml‖Γ < εl → 0, we

have S(A + M)S−1 −A ∈ EΓ .
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