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ABSTRACT. We give a complete description of connected
non-negative Dynkin type Dyn; = E,, posets and prove that the
number of such posets is finite. Moreover, by means of com-
puter assisted analysis, we give a complete Coxeter classification
of this class and prove that the pair (Dyn; = E,,, specc;), where
specc; C C denotes the Coxeter spectrum of I, determines [
uniquely, up to the strong Gram Z-congruence.

Introduction

This work is devoted to the Coxeter spectral study of finite posets, in-
spired by their applications in the representation theory of posets, finite
groups, classical orders, finite-dimensional algebras over a field K, and
cluster K-algebras; see [1,3,18,21,25,26,28,29] and Section 1.

By a finite poset I of size n we mean a pair I = (V, <y), where V =
{1,...,n} and <; is a reflexive, antisymmetric, and transitive binary
relation. Every poset I is uniquely determined by its incidence matriz

Cr = [cij] € Mp(Z), where ¢;; = 1if i <7 j and ¢;; = 0 otherwise, (1)

i.e., a square binary matrix that encodes the relation <;. A poset [
is defined to be non-negative of rank m if its symmetric Gram matrix
G1 = 3(Cr + C¥") € M,(R) is positive semi-definite of rank m; see [29].
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Our overall aim is to describe all connected non-negative posets (up to
poset isomorphism) and study the interplay between their combinatorial
and algebraic properties. For a discussion of the origins and applications
of this study, the reader is referred to [10, Section 6.1], [14,21,29] and
Section 1.

Following [29], we associate with a poset I the Cozeter matriz Coxy :=
—Cy - (7Y € M,(Z) and its complex spectrum specc; C C, called
the Coxeter spectrum of I. We call two posets I; and Is strongly Gram
Z-congruent (denoted by I; =~z I3) if their incidence matrices Cj, and
C1, are Z-congruent, i.e.,

Cp, = B"Cy, B for some B € Gl,(Z) :== {A € M,(Z); det A = £1},

see [26]. It is easy to check that this relation preserves definiteness, rank,
and the Coxeter spectrum. The main results of this manuscript give a
partial solution to the following variants of the problems formulated in
[15,23,26, 28].

Problem 1. Give a complete description (up to poset isomorphism) of
connected non-negative posets I.

Problem 2. When does the Coxeter spectrum specc; C C of a finite
poset I determines the incidence matrix C; € M,,(Z) uniquely, up to the
strong Gram Z-congruence?

Every non-negative connected poset I, up to Z-congruence of the
symmetric Gram matrix Gy, is determined by a unique simply-laced
Dynkin diagram Dyn; € {A,,,D,, E¢, E7, Es}, called the Dynkin type of
I (see Definition 3 for details). The present work is a significant step
toward the complete classification of all connected non-negative posets.
It complements the results of [13], where posets of Dynkin type Dyn; =
A,, are described (see Theorem 3 for more details). In this paper, we
focus on the Dynkin type Dyn; € {Eg,E7, Eg}.

One of our main results is the following theorem, which provides a
partial solution to Problem 1 and [13, Conjecture 6.1].

Theorem 1. There is only a finite number of connected non-negative
posets I of Dynkin types Dyn; € {Eg, E7,Eg}, up to poset isomorphism.

Furthermore, by employing computational tools, we give a full de-
scription of these posets in Theorem 4 and perform Coxeter spectral
analysis of them, see Theorem 5. In particular, we give a partial solution
to Problem 2.
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Theorem 2. If I and J are non-negative connected posets of Dynkin
type Dyn; = Dyn; € {E¢, E7,Eg}, then I ~z J < specc; = specc.

In particular, our results can be viewed as a generalization of those
presented in the recent work of Bondarenko and Styopochkina [6], as we
explain in the next section.

1. Motivation and known results

Integer quadratic forms have proved to be a powerful tool in the repre-
sentation theory of algebras. In certain situations, there is a strong rela-
tionship between the properties of representations of various objects and
the properties of quadratic forms associated with them. In particular, P.
Gabriel introduced in 1972 [8] an integer quadratic form gg: ZI?| — 7
of a finite directed graph (quiver) @ = (Qo, @1), called the quadratic Tits
form of Q. This form is given by

go(a) =Y xi =) wuxj, (2)
i€Qo 1—jEQ1
where ¢ runs through the set of vertices and ¢ — j runs through the set of
arrows. It is well known (see [1, Corollary 4.6]) that for a connected @,
the form gg is positive definite (i.e., gg(v) > 0 for all 0 # v € Z|Q0|)
if and only if Q@ (i.e., @ viewed as a non-oriented graph) is one of the
Dynkin diagrams A, D,, Eg, E7 or Eg (see Table 1.1). On the other
hand, Gabriel asserts in [8] that this is the case if and only if K@ is a
representation—finite connected hereditary algebra.
In the study of finite posets T' = (T, <), combinatorial structures
similar to quivers, Drozd introduced in 1974 [7] the quadratic Tits form
¢ 779U - 7 given by the formula:

qr(z) = 3:34—236?—1—21‘@:@ —x*in, (3)
€T i<J 1€l
where x ¢ T. Drozd showed that a poset T is representation-finite (in
the sense of Nazarova-Roiter [20]) if and only if its quadratic Tits form
is weakly positive, i.e., ¢i(v) > 0 for all 0 # v € NTU{
Other quadratic forms associated with posets are also considered in
the literature; see [23]. In particular, in 1993 Simson [22] introduced the
following quadratic form qy: Z! — Z:

Qr(z) =Y af + ) wiwj— Y |zpy i) (4)

i€l =<7 pEmax [ i=<p
jel\max I
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It is shown in [22] that the category prin(K 1) of finitely generated prin-
jective right K I-modules is of finite representation type if and only if the
quadratic form (4) is weakly positive.

We note that, from the combinatorial point of view, the case of posets
is more complex than that of quivers. In contrast to quivers, the classes
of posets with weakly positive and with positive Tits form ¢} (z) (3) do
not coincide. The former case has been described by Kleiner as follows:
the form ¢} (z) is weakly positive if and only if 7" does not contain any
of the five critical subposets, see [19, Theorem 1]. The latter class,
i.e., posets with Tits form positive (analogs of the Dynkin diagrams),
is described up to the minimaz equivalence by Bondarenko-Stepochkina
in [4] (see also [2, Sections 1-3]) and by Gasiorek-Simson in [14] (up to
isomorphism). Since the quadratic form g7.(x) coincides with gp .y (),
where T'U {x} is a poset with exactly one maximal element *, the one-
peak posets I = T U {*} described in [14] are in direct correspondence
with the posets T given in [2,4].

The non-negative case is also strikingly different for quivers and
posets (we recall that a quadratic form ¢: Z" — Z is called non-negative
iff ¢(v) > 0 for all v € Z™). It is well known that the form gg(z) is non-
negative if and only if Q is a Dynkin or Euclidean diagram (see [1, Propo-
sition 4.5]). It follows that the kernel Kerqg = {v € Z"; qo(v) = 0}
of a non-negative connected quiver that is not positive is an infinite
cyclic subgroup of Z™ (such a quadratic form is called principal); see
[1, Lemma 4.2]. This is not the case for posets, as the rank of the free
group Ker ¢} of a poset with a non-negative quadratic Tits form ¢}.(x)
can be arbitrarily large; see Proposition 5.

It is a natural problem to search for a description of posets 1" with
the form ¢j.(x) non-negative, that are not positive. Such a description
is given in [9, 15] and, independently in [5,6], for principal posets (these
are direct analogs of Euclidean diagrams).

For the general case, only partial results are known. In particular, in
[17,18] non-negative posets of size n < 16 and rank n — 2 are computed
and analysed. For posets of arbitrary size, the following theorem is given
in [13] (we recall from [21] that the Hasse quiver H(I) of I is the transitive
reduction of the acyclic quiver D(I) = (V, Aj), withi — j € Ariffi <; j;
see Definition 1).

Theorem 3. Assume that I is a connected poset of size n.

(a) I is non-negative of Dynkin type Dyn; = A, if and only if H(I) is
a path graph.



162 COXETER CLASSIFICATION OF DYNKIN TYPE [E,, POSETS

(b) I is non-negative with Dyn; = A,_1 if and only if H(I) is a cycle
graph and H(I) has at least two sinks (i.e., maximal elements).

(c) If I is non-negative of Dynkin type Dyn; = A,,, then me€ {n,n—1}.
This class is further analysed in [12], where the following is shown.

Corollary 1. If I and J are non-negative connected posets of Dynkin
type Ay, then I =~z J if and only if specc; = specc;.

The main aim of this work is to prove similar results for Dynkin type
Dyn; € {Eg,E7, Eg} non-negative connected posets.

Remark 1. The reader is referred to [10, Section 6] for a discussion of
the origins and applications of the Coxeter-type study of finite posets.

2. Preliminaries

Throughout, we mainly use the terminology and notation introduced
in [14,18,21,26,29]. In particular, by N C Z C R we denote the set
of non-negative integers, the ring of integers, and the real number field,
respectively. We use a row notation for vectors v = [v1, ..., v,] and write
v" to denote column vectors. By eq,...,e, we denote the standard
Z-basis of Z"". We say that two square integer matrices X € M, (Z) and
Y € M,,(Z) are Z-congruent (denoted by X ~7z Y') if there exists such a
matrix B € Gl,(Z) := {A € M,(Z); det A = 1}, that B - X - B =Y.

All graphs considered in the paper are finite and simple. In particular,
by a bigraph we mean a signed graph G = (Vg, Eq,sgng) consisting of
a finite set of wertices Vi, a finite set of edges Eg and a sign function
sgng: Eg — {—1,1}. By an edge, we mean a pair of vertices and we
denote them graphically as follows:

« positive edges E; := {e € Eg; sgn(e) = +1} by dotted lines u-—-v;
« negative edges Eg := {e € Eg; sgn(e) = —1} by full lines u—v.

By a graph we mean a bigraph with negative edges only, and by a quiver
(digraph, directed graph) we mean a graph D, whose edges e € Ep have a
designated source s(e) € Vp and a target t(e) € Vp (such oriented edges
are called arrows). By the underlying graph D of a quiver D we mean a
graph obtained from D by forgetting the orientation of its arrows.
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We note that every bigraph A = (V| E, ) is uniquely determined by
the upper-triangular non-symmetric Gram matrix

B (0,7)] - 1B~ G,))] i<

Gp = [d%}, where diAj =<1 if i = 7, (5)
0 ifi> 4,

and the symmetric Gram matrix Ga = %(CVJA +GY) € M,(Q). A

bigraph A is defined to be non-negative of rank m if its symmetric Gram

matriz Ga € M, (Q) is positive semi-definite of rank m. Two bigraphs

A1 and As are said to be strongly (weakly) Gram Z-congruent A ~z Ag
(A1 ~z Ay) if and only if GA1 ~7 GA2 (Ga, ~7z Gp,)-

Definition 1. The Hasse quiver of a poset I = (V,<;) is a simple
directed graph H(I) = (V, A) with the set of arrows defined as follows:
r—y € Aiff z <; y and there is no such z € V, that = <; z <; .

We call a poset I connected if the graph H(I) :== H(I) is connected.

Given a set of vertices {s1,...,s:} C I, we denote by I(s155t) the induced
subposet I(s1-56) := T\ {s1,...,5:}.
Following [14,26,29], we associate with a poset I = ({1,...,n}, X):

o the symmetric Gram matrix Gy := £(C; 4+ C") € M, (3Z); (6)

o the (incidence) bilinear form by: Z" x 7" — Z,
bi(z,y) =Y wiyj=x-Cr-y"; (7)
i=2j

o the (incidence) unit quadratic form ¢;: Z"™ — 7Z defined by the

formula
qr(x) :=b(z,x) = Z:L’ +Zx1xj—az Gr-a'" (8)
ie{l,...n} 1<7J
o the kernel Ker g7 :== {v € Z"; qr(v) =0} C Z"™; (9

o the set of roots Ry :={v € Z"; q;(v) =1} CZ™;
o the Coxeter matrix Cox; := —Cy - (C; )" € M, (Z);
o the Coxeter polynomial cox;(t) := det(tE — Coxy) € Z[t];

o the Coxeter spectrum specc; := {\ € C; coxs(A\) =0} C C.
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It is known that a poset [ is non-negative of rank m if and only if the
quadratic form g7(x) is positive semi-definite (i.e., gr(v) > 0 for every
v € Z™) and its kernel Kerq; C Z"™ is a free abelian subgroup of rank
crky == n —m, see [26]. By setting Ga, = G we associate the bigraph
Ay with an arbitrary finite poset I (we note that A; has positive edges
only).

Definition 2. Two posets I and J are said to be strongly (weakly) Gram
Z-congruent and denoted by I ~z J (I ~z J) if their incidence matrices
(symmetric Gram matrices) are Z-congruent.

We call a non-negative poset I positive if crk;y = 0, principal if
crk;y = 1, and indefinite if its symmetric Gram matrix G is not posi-
tive/negative semidefinite.

Proposition 1. Let I = ({1,...,n}, <X) be a finite poset.

(a) The incidence quadratic form qr: ZV| — Z (8) is non-negative of
rank m if and only if the quadratic form qr: ZV! — Z (4) is non-
negative of rank m.

(b) The Tits quadratic form g} : ZITHY — 7, (3) of a poset T is non-
negative if and only if the incidence quadratic form qp: ZIT1 57 (8)
of a one-peak poset T™ is non-negative, where T := T U {x} is the
enlargement of T' by a unique mazximal element x & T'.

Proof. (a) Without loss of generality, we may assume that the set of
maximal elements of I has the form max/ = {k,k + 1,...,n}. Since
qr = qj o t, where the homomorphism ¢: Z™ — Z™ is defined as

o~

[T1,. .., 2] AN [Tl o1y, —Thy - ooy — T,

the thesis follows. Similarly in the case (b), since ¢} = g7+ o t; with

T|+1 2 T|+1
yARs 9[xl,...,x|T|,x*]>—>[w1,...,:r:‘T|,—:z:*]€Z| +1, O

The kernel Ker g; C Z" (9) of a non-negative poset [ is a free abelian
subgroup of rank crky, that admits a (ki, . .., kerk, )-special Z-basis in the
following sense.

Proposition 2. Assume that I = ({1,...,n}, =) is a connected non-
negative poset of corank crky =r > 1.
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(a) There exist integers 1 < k1 < ... < k, < n such that the rank
r > 1 group Kerqy C Z" admits a (k1,...,k;)-special Z-basis
RkO k) e, a basis satisfying h,(fi) =1 and h,(ck_i) =0 for
1<i,j<randi#j. Z ’

or every {s1,...,5:} C e subpose »5t) gs con-
(b) F y {s1...oose} © (k.. ki) the subposet T(515t)
nected and non-negative of corank r —t > 0.

(¢) The poset I%1--kr) is positive and connected.

Proof. Since, without loss of generality, one may assume that C; = Ga S
(i.e., assume that the vertices of the digraph H([) are topologically or-
dered), apply [27, Proposition 5.1] and [30, Theorem 2.1]. O

Following [10,29], we associate with a connected non-negative poset [
its Dynkin type Dyn; € {A,, Dy, Eg, E7, Eg}.

n—1 n

e—6o (lel),

1 2
An: o—oeo

L4 e4
D,: o—- "ol (n>a) Eg: 63 e 3.3
o4 e 4
B b3 8\ 3 ¢ 1 Be: b3 02 3 s 1 3

Table 1.1: Simply laced Dynkin diagrams

Definition 3. Assume that [ is a connected non-negative poset of corank
r > 0. The Dynkin type Dyn; is defined to be the unique simply laced
Dynkin diagram of Table 1.1 viewed as a bigraph

Dyn] S {Am7Dm7E67E77E8}
such that m =n —r and AI ~z Dynj, where
« Aj=Aifr=0 (i.e., I is positive);

,,,,,

We note that the bigraph Dyn; can be efficiently calculated algorithmi-
cally, by means of an inflation algorithm (see [31, Algorithm 4.2]).

Proposition 3. Assume that I and J are finite partially ordered sets,
and A is a bigraph.
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~ J = J =~z I (isomorphism implies strong Gram Z-congruence);

7 J = specc; = speccy, cox(t) = cox(t);

NNN
Q

the poset J (bigraph A) is non-negative of corank r.

Proof. The thesis follows from the definitions and direct calculations. In
particular, it is straightforward to verify that B, - Cy - BY" = Cf, where
o is a permutation defining the I ~ J isomorphism and B, € Gl,(Z) is
a matrix obtained from the identity matrix £ by ¢ permutation of its
rows. Further details can be found in [12, Fact 2.14], [26, Lemma 2.1],
and [29, Lemma 3]. O

3. Main results

We start by showing that under certain circumstances (i.e., when gr(x)
determines I uniquely), every connected non-negative corank crk; > 0
poset I can be constructed from a positive poset J C I. The follo-
wing lemma is a generalization of [17, Theorem 3.4] (see also [30, Theo-
rem 2.1]).

Lemma 1. Let I be a connected non-negative poset of size n and corank
crky =7 > 0 with a (ky, ..., k.)-special Z-basis h*), ... h¥r) of Ker g,
and let I' .= Ikvbr) = T\ {ky, ...k, }.
(a) The vectors
uF) = plkr) _ [ ulkr) = plkr) _ €k, (14)
are roots of I and the vectors u(k) = u(ki)\{17,”7,1}\{;“7,”%} ez
are roots of the positive connected poset I'.

(b) The incidence quadratic form (8) of I is given by

q1(x) = qr (& —i—Zxk ZQb,,;;;a

+Z Z 2[)[/ (k QVL '))xkiwkj,

=1 j=i+1

(15)

where T = $|{1,...,n}\{k1,..-,kr}'
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Proof. Throughout, by © = v|{1 )\ {ki,..k} € Z" " we denote the

restriction of a vector v = [v1,...,v,] € Z™ to coordinates {1,...,n}\
(s
{k1,...,k.} and by T € Z" the vector T :=v — Y vy,e,.
i=1

(a) It follows from [24, Theorem 3.2(a)] that for every 1 < i < r we
have

qr(u™) = qr(h*) —ey,) = qr(—ex,) = 1.
Moreover, by the definition of the vector uw*) and properties of a
(k1, ..., k)-special Z-basis we have qp(@*)) = g;(u¥)) = 1, where the
poset I’ =1 (k1) ig positive and connected, see Proposition 2.
(b) By Definition (8) we know that gr(v + w) = qr(v) + qr(w) +
2br (v, w) for any v,w € Z" and it follows that

,
a(v) =@+ vger,) =a@) +a ka ek;) + 207 (v Z’Ukz ek;)

i=1 i=1
= qp(0 +ka +Z Z 2by( ekz,ek Uk Uk (16)
=1 j=i+1
ka 2[)[ ’U 6k

=1

We recall from [24, Proposition 2.8(b)] that b;(—,h) = 0 for any
h € Ker g;. Hence

0=bs(v,h) = br(v,h) + Z hi;br (v, ek, )
i—1

and it follows that Z hi;br(v,ex;) = —br(v, h). Moreover, for a fixed

sedky,... .k} andw— (w1, ..., w,] with wy, = --- = wg, = 0 we have
br(w, es) = —br(w, B®) = —br(w,u®)) = —bps (b, 1),
and for every s,t € {k1,...,k.}, s # t, we have
br(es,es) = —br(h® — u(t),ﬁ(s)) = by, (u®, ul®)) = by (@), a®).

Applying those equalities to (16) we conclude that

) =qr (v +ka —Z2b1/’0



168 COXETER CLASSIFICATION OF DYNKIN TYPE [E,, POSETS

+Z Z 251/ J 'li( '))vkivkj,

=1 j=i+1

and the proof is finished. O
Now we prove one of the main results of the paper.

Proof of Theorem 1. Let I = ({1,...,n}, <) be a Dynkin type Dyn; €
{E¢, E7,Es} connected non-negative poset I of corank crk; = r > 0
and let 1) . hkr) be a (k1,...,kr)-special Z-basis of Ker gq;. By

Definition 3 and Lemma 1 we have

qr ( = QI' +Zl’k Zpr(:f:,u(kl))xk
=1

N Z S 2bp (), u®) )y (17)

i=1 j=i+1
where
o V=0la a\fkiyke) € 27T
o I’ is a connected positive poset of Dynkin type Dyn; = E,,_,;
e for every 1 < i < r we have @¥) € Ry where ulhi) = pki) —

Without loss of generality, we may assume that the elements of I
are topologically sorted (i.e., i < j = i < j), that is, the incidence
matrix C; € M,,(Z) (1) is upper triangular. It follows that I is uniquely
determined by its incidence quadratic form q;: Z" — Z (8). Therefore,
up to isomorphism, the poset I is determined by

e positive connected poset I’ C I of Dynkin type Dyn; = E,,_;

o list of pairs (k;,u;), where 1 < k; < ko < --- < k, < n arer
different integer indices and u; € R are roots of I, i.e., qpr(u;) = 1;
that is, I = I'(k1, ..., keyut, ... up).

The assumption that ¢y(z) (17) is an incidence quadratic form of a
poset implies that the roots uy, ..., u, are pairwise different. Otherwise,
we would have

{0, 1} > 2bp(ui,uj) = Qb[’(ui,ui) = 2(][/(1%’) =2
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Since the set Ry is finite (see [25, Proposition 4.1]), we conclude that
there is a finite number of posets of the form I'(ky, ..., ky;u, ..., u,) for
any fixed positive connected poset I’. To finish the proof we note that
the assumption Dyn; € {Eg,E7,Eg} yields 6 < |I'| = |Dyny| < 8 and
the number of posets of fixed size is finite. O

Although the proof of Theorem 1 yields a bound on the number of
non-negative connected posets I of Dynkin type Dyn; € {Eg,E;, Eg},
this estimate is far from optimal. We know that there exist, up to
isomorphism, exactly 43,197, and 548 positive connected posets I’ of
Dynkin type Eg, E7 and Eg, respectively (see [10, Table 2.15]) and every
such poset has exactly 72, 126, and 240 roots (since |Ry| = [Rpyn,,|, it
follows from [1]). Therefore:

o crky < 240;

e the total number of all, up to isomorphism, aforementioned posets
1 is less than

72 79 126 126
#1g432<r> 6+7,7) +197Z< )P(7+r,r)
r=1

r=1
240

240
5482 < ) (8 +r,r) < 1.858 x 10486,

where P(n, k) =

(n k?)
One can obtain a better estlmation by a more detailed examination of
the formula (15). By Pos7’ := {I; Dyn; = D and crk; > 0} we denote

a set of all, up to 1somorphlsm, connected non-negative posets of Dynkin
type D, that are not positive.

Corollary 2. For the sets POS ., where n € {6,7,8}, the mazimum
corank and cardinality are bounded as follows.

o max({crky; I € Posg’}) < 10 and [Posg?| < 4.93 x 10'%;
o max({crky; I € Posg”}) < 20 and [Posg?| < 1.926 x 10°7;

o max({crks; I € POSESO}) < 28 and ’POS£80| < 8.472 x 10%0.

Proof. The proof is computational. By Lemma 1 we know that, up to
isomorphism, every connected non-negative poset I of corank crk; = r
and Dynkin type Dyn; = E,,_, has a form

I=T1(uy,... upjit,..., i), (18)
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where I’ is a positive connected poset with Dyn;, = E,,_, € {Eg,E7, Es},
UL, .-, U € Rp,and 1 <47 < -+ < 4 < n. To estimate the maximal
corank and the number of such posets I, it suffices to estimate the number
of posets of the form (18) and the maximal possible value of r. Since

qr(z) = qp (2 —i—Zwk 221)1/ T, u;)xy, —i—Z Z 2bp (uj, u;) Tk,
i=1 j=i+1

by (15), and, on the other hand, ¢s(z) is an incidence quadratic form
(8), it follows that

Gy - uf" € {0,—1}"" and u; - Gy - ul" € {0,1}, (19)
where Gy == Cp/ + C' (see Definition (7)). Now, our aim is to estimate
the maximal size and the number of sets {u1,...,u,} € 2% that agree
with (19).

We proceed as follows: given a topologically sorted poset I’ we com-
pute its set of roots Ry» € ZH'l and we construct the graph G% = (V,E),
where V = {u € Rp; Gp-u' € {0,—1}'1} and there is an edge between
vertices u and v if u - G v €{0,1}. Tt follows that every set of vec-
tors {u1,...,u,} € Rp that satisfies the conditions (19) corresponds to
a clique in the graph G?. It follows that there are at most

\4

LT =T (uy, ..y upyin, ... iy }<Z|chque GI/ |- P(I'|+r7)
r=1

posets of the shape (18), where we denote by clique(G, k) the set of size k
cliques in the graph G. By considering all, up to isomorphism, positive
connected posets of Dynkin type Eg, E7, and Eg we obtain the estimates.
Moreover, by computing max({w(GF); I' € Posg_1}) for m € {6,7,8},
where Pos%, := {I; Dyn; = D and crk; = 0} and w(G) denotes the
clique number of a graph G (i.e., the number of vertices in a maximum
clique in G), we get the bound on the corank. ]

Although the estimates of Corollary 2 are much better than the ones
discussed earlier, they show that it is problematic to use the construc-
tion I — I(uy,...,up;i1,-..,%,) to compute all connected non-negative
posets of Dynkin type E,. This follows from the fact that for any posi-
tive connected I with Dyn; = E, there exists many admissible sets
{ug,...,u,} € 2% and every such a set yields P(n + r,r) possible quad-
ratic forms. Therefore, we use a different strategy and, in particular,
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show that the estimates of Corollary 2 are off by orders of magnitude
from the real values.

crky =r\n 6 7 8 9 10 11 # all
crky =0 43 197 548 — — — 788
crky =1 — 84 470 2102 - - 2656
crky =2 — — 40 244 1566 — 1850
crky =3 — — — = 2 31 33
# all 43 281 1058 2346 1568 31 5327

Table 1.2: Number of connected non-negative posets I of
Dynkin type E,,—, and corank crk; = r

Theorem 4. If I is a finite connected non-negative poset of Dynkin
type Eg, E7 or Eg, then crky < 3. Moreover, the precise number of non-
negative connected posets (up to isomorphism) with crky = r and Dyn; =
E,._, is detailed in Table 1.2. In particular, we have the following:

« max({crky; I € Posg’}) = 2 and [Posg?| = 124;
o max({crky; I € Posg’}) = 3 and [Posg’| = 716;
o max({crky; I € Posg’}) = 3 and [Posg?| = 3699.

Proof. The first part of the proof is a computational one. By employing
a slightly modified version of [15, Algorithm 3.1], where we do not limit
calculations to principal posets only, we compute all (up to isomorphism)
connected non-negative posets I with [I| < 12, encoded in the form
of upper-triangular incidence matrices. There are exactly 40047 such
posets. For every I we calculate its

o corank (equal |I| — rank Gy);

I
o (kI,... Kkl)-special Z-basis hgkl), R hy#) of Ker ¢r (by implemen-
ting procedure described in the proof of [27, Proposition 5.1]), and

+ Dynkin type Dyn; € {A,, Dy, Eg, E7,Eg} (by applying [31, Algo-
rithm 4.2] to the bigraph Ak, k).

Next, we select Dynkin type Dyn; € {Eg, E7,Eg} posets only. It follows
that there are exactly 167, 913, and 4247 such posets, respectively. In
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particular, there is no such poset I with |[I| = 12 (nor with crk; = 4).
Comprehensive summary of computations is given in Table 1.2.

To finish the proof we need to show that there are no other Dynkin
type Dyn; = E|;|_gx, connected non-negative posets. Assume, to the
contrary, that J is such a connected non-negative poset and |J| = n > 12.
By Proposition 2(a) there exists an (sy,..., s,)-special Z-basis h((]sl), e
hf,sr) of Ker gy and Dyn j(y,....sr) = Ep—y = Eyy, where m € {6,7,8} (see
Definition 3). Consider the subposet J' := JG105t) where t := 12—m. It

is easy to check that vectors Bffl), ceey ﬁfjstz where & := Z[{1 )\ fsri1,sr}s
constitute a (s1, ..., st)-special Z-basis of Ker ¢;. By construction, we
have |J/| = 12 and A (s1rsr) = D yi(si,s)- 1t follows that Dynj =

Dyn; = E,, and we get the contradiction that finishes the proof. O

We recall that there is a strong connection between non-negative
posets in the sense of the Tits quadratic form (3) and the incidence
quadratic form (8). In particular, one associates with an arbitrary (not
necessarily connected) finite poset 1" its unique one-peak enlargement
T* := T U {x} by adding to T a single maximal element * ¢ T. It is
straightforward to verify that the form ¢}.(z) (3) is non-negative of corank
crk} = r if and only if the form gp+(z) (8) is non-negative of corank
crkr- = r, see Proposition 1(b). Here, by corank crk7 > 0, we mean the
rank of the free abelian group Ker ¢4 == {v € Z"™%; ¢ih(v) = 0} C Z"+L.
Consequently, Theorem 4 has the following interpretation in terms of the
Tits quadratic form.

Corollary 3. Let T be a finite poset with g7.(x) (3) form non-negative.
If Dynp. € {Eq,E7,Eg}, then crk} < 2. Moreover, the precise number
of non-negative connected posets (up to isomorphism) with crk’ = r and
Dynp. = E,—, is given in Table 1.5.

crky =r\n 6 7 8 9 10 11 # all
crky =0 16 56 121 — — — 193
crky =1 — 31 132 422 — — 585
crky =2 — — 18 79 329 — 426
# all 16 87 271 501 329 - 1204

Table 1.3: Number of posets T" with ¢}.(x) form non-negative
with Dyng. = E,_, and corank crk} =r
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Proof. The corollary follows by the results of Theorem 4, where one has
to consider one-peak posets I = T only. As an example, we give in
Table 1.4 a full list of all, up to isomorphism, posets 7" with crk} = 2
and Dynp. = Eg.

./:\. o L] L] L[] [ ] [ ] [ ] E\. E\:&\.
VNN IRXL LN / o oo
NS NS N/ N\, ! 11X/
./.\. L] L] ° ./.
2\./i ./.\. i L] 1 I o o e o o L]
NN VNN G RRL
BRI
XXV =N ] NI,

Table 1.4: Posets T" with crk} = 2 and Dynp. = Eg.

Details of the proof are left to the reader. In particular, we note that
every poset I with the incidence quadratic form ¢(z) (8) non-negative,
Dyn; € {E¢,E7,Eg} and crk; = 3 has at least two maximal elements,
hence is not of the form T*. O

Now we give a detailed Coxeter spectral analysis of connected non-
negative posets I of Dynkin type Dyn; € {Eg,E7, Eg}.

Theorem 5. Assume that I is a finite connected non-negative poset of
Dynkin type Dyn; € {Eg, E7,Eg} and n = |I|.

(a) Ifn =6, then I is positive (i.e. crk; = 0), coxy(t) =t0+#>—t3+t+1
and, up to isomorphism, I is one of 43 posets presented in [16].

(b) If n =17, then one of three possibilities hold:

o I is positive (i.e. crky = 0), cox(t) = t"+t0—t*—t3+t+1 and,
up to isomorphism, I is one of 197 posets described in [11];

e I is principal (i.e. crky = 1), coxy(t) = t"+10—2t*—2t3 4+t 41
and, up to isomorphism, I is one of 83 posets described in [11];
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e I is principal, cox;(t) =t —t>—t2+1 and, up to isomorphism,
I has the following shape.

H(I): o—>/>07%0

(¢) If n =8, then one of seven possibilities hold:

crky COXJ # 1

0 ARy L S S ST | 548

1 B tT—d ot B3t 41 463
8 —6 241 1
18 —2t6 42t — 242 41 4
8-t -3 +1 2

2 B tT 6 —oh — 2t — o3 2 441 39
B8 —t6 -2 41 1

In particular, if I is a poset with coxy(t) =8 —5 — 2+ 1, then I
is isomorphic to J or J', where ctk; =1, crkyr = 2 and

H(J) /0 . . H(J/): o/o o\o-

(d) If n =9, then one of nine possibilities hold:

crky COXJ # 1

1 48— Pt B 41 2078
19— 27T — 6 otd ot — 3 — 212 41 11
-t -2 +1 1
O —tT PPt 321 9
-t —tt 41 3

2 9 +18 —2t5 — 2t 4t 4+ 1 236

9 — 2T +0 4+t — 212+ 1
19 —3t7T — 0 435+ 3t — 3 —3t2 + 1
0 —t6—341

N = Ot




M. GASIOREK 175

In particular, if I is a poset with coxy(t) =12 —t7 — 2+ 1, then I
has the following shape.

M) e e

(e) If n =10, then one of seven possibilities hold:

crky COXJ # 1

2 1049 T 46 A 3 441 1485
t10 o8 47T 4 46 o5 4t 3 242 41 27
10— 268 — 2T 10 445 1t -2 — 202+ 1 7
t0 8 42 41 16
t10 — 8 27T 446 425 44t — o3 — 2 4+ 1 27
t10 925 4+ 1 4

3 t10 — 38 4246 1 214 — 312 + 1 2

In particular, if I is a poset with
coxy(t) = 10 — 3% + 265 4 2t — 3¢2 + 1,

then crky = 3 and I is isomorphic to one of the following posets.

HT): oL e Sy W) e
.><. .><.

(f) If n =11, then crk; = 3,

o coxy(t) =t =269 — 8 4210 426> — 3 —2t2 + 1 and I is, up
to isomorphism, one of 20 posets described in [11];

o coxy(t) =t — 19 =38+ 30 +-3t° —3t3 —t2 + 1 and I is, up
to isomorphism, one of 11 posets described in [11].

Proof. The proof is a computational one. Using standard Computer
Algebra System (e.g. SageMath or Maple) tools we divide the list of
connected non-negative posets I of Dynkin type Dyn; € {Eg,E7,Eg}
(obtained in the proof of Theorem 4) up to the Coxeter polynomial. In
particular, there are exactly 19671 such posets and they split into 29
classes, as described by the theorem (the list is available in [11]). O
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As discussed earlier, posets with the Tits quadratic form non-negative
are closely related to the ones with the incidence quadratic form (8) non-
negative, see Proposition 1(b). On the other hand, these two classes are
strikingly different on the level of Coxeter spectral analysis. In particular,
when Dyng. € {Eg,E7,Eg}, there is only one Coxeter class for a given
corank crk7.

Corollary 4. Let T be a finite poset with ¢;(x) (3) form non-negative. If
Dyng. € {Eg,E7,Es}, then the corank crk} > 0 determines the Coxeter
polynomial coxp=(t) uniquely. Moreover, there exist exactly 9 Coxeter
classes of such posets, as detailed in Table 1.8.

Proof. The proof is a computational one: it suffices to use the arguments
given in the proof of Theorem 5 and Corollary 3. Details are left to the

reader. O
n crkp- coxp+(t) # 1
5 0 o+ —34+t+1 16
6 0 T+ 6 ¢t -3t 41 56

1 tT 446 — 24 — 23 4+ 1 31
7 0 A B L BT | 121
1 BtT — Pt — B3+t +1 132
2 B4t +6—2d — ot — o3 L2 4t 41 18
8 1 [ QL S R QRN | 422
2 9 +8 — 25 — 2t 4t 41 79
9 2 A P e | 329

Table 1.8: Number of all non-negative posets 7', up to the
corank crk} and Coxeter polynomial coxp=(t)

Proof of Theorem 2. Our aim is to show that
I =7 J < speccy(t) = specc(t)

given non-negative connected posets I and J of Dynkin type Dyn; =
Dyn; € {Eg,E7,Eg}. Since the equivalence

(crky, speccy) = (crky,specc;) < (crky,coxy) = (crky, coxy)
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is obvious, it suffices to show that I ~z J < (crky, coxy) = (crky, cox ).

The implication "=" is a consequence of the fact that the strong
Gram Z-congruence of matrices implies the equality of ranks and Coxeter
polynomials, see Proposition 3.

The proof of the implication "«<=" is a computational one. First, using
procedures described in the proofs of Lemma 5 and Theorem 4, we gene-
rate the list nnegE of all, up to isomorphism, non-negative connected
posets I of Dynkin type Dyn; € {Eg,E;,Eg}, encoded in the form of
incidence matrices. This list is finite (see Theorem 1) and consists of
exactly 5327 elements (see Theorem 4). Next, we divide nnegE into
sublists, up to the corank and Coxeter polynomial, i.e., we calculate the
sublist

m,r

nnegk cpol

= {C € nnegE; |I| = m, crk; = r and cox; = cpol}.
There are exactly 29 such sublists and 24 of them contain more than one

poset. Now, for each of the 24 lists nnegE_’| with [nnegE[")| > 1:

cpol

« we select a single matrix C7 € nnegE[") C M, (Z);

o for every remaining matrices C; € nnegE:;’;\{C 1}, using the pro-
cedure described in [10, Section 5], we calculate such a Z-invertible
matrix By € Mm(Z) that BSTI -Cy-Byr=0Cj.

The list of all calculated matrices is given in [11]. O

Conclusion and future work

In the present work, we give a complete description of connected non-
negative posets I of Dynkin type Dyn; = E,,, and we show that there
is only a finite number of such posets. In particular, we prove [13, Con-
jecture 6.1] and show that crk; < 3, i.e., all such posets have a corank
bounded by 3. This makes the case of Dyn; = E,,, posets similar to the
Dyn; = A,, case, where the corank is less than or equal to one, see [13].
This result has a direct application to the Dynkin type recognition prob-
lem.

Proposition 4. The Dynkin type Dyn; € {A,,, Dy, Eg, E7, Eg} of a con-
nected non-negative poset I of size n == |I| and corank crtk; = r can
be computed with the following time complexity, depending on the data
structure used to encode the poset.
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(a) O(n®), using the incidence matriz Cr € Mp(Z) (1).

(b) O(n?), using the adjacency matriz Adyyry € Myp((Z) of its Hasse
quiver H(I) (see Definition 1).

(¢) O(n), using the adjacency list of its Hasse digraph H(I).

(d) O(1), using the adjacency list of its Hasse digraph H(I), sorted by
degrees of vertices.

Proof. Since we are interested in asymptotic complexity, without loss of
generality we may assume that |I| > 12. Hence, in view of Theorem 4, we
get that Dyn; € {A,,,D;,,}. Moreover, it follows from [13, Theorem 4.4]
(see also Theorem 3) that exactly one of the following two situations
holds:

e H(I) is a path or a cycle graph, and then Dyn; = A,,;

® Dan :ID)TTM

where m = n — crky. Summing up, in order to distinguish between
Dynkin types A,, and D, it suffices to check if all vertices of the Hasse
quiver H(I) have degree at most 2. The time complexity of this operation
depends on the data structure used for poset encoding and is as follows.

(b) In the adjacency matrix case, computing the degree of a vertex
requires O(n) operations and, in the pessimistic case, we have to
check all n vertices, thus we have n - O(n) = O(n?) complexity.

(c¢) In the pessimistic case one has to check degrees of all n vertices,
each of which has at most two arrows, thus we have n-O(2) = O(n).

(d) Since the vertices are sorted by their degrees, one only has to check
whether the vertex v € I of the largest degree satisfies deg(v) < 3,
which is an O(1) operation.

To finish the proof, we note that in case (a) it suffices to transform the
incidence matrix C7 into the adjacency matrix Adyy (1), which can be done
in O(n?), and proceed as in (b). O

The case of non-negative connected posets I of the Dynkin type D,,
is more complex, as there is no restriction on the poset corank.
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Proposition 5. Let k > 3 be a natural number. The garland Gy, defined
by the Hasse digraph

6 2k-2 2k
.

*—> 0

wor- S

o— >0 —— o ——e
1 3

(]
5  2k-3 2k-1
is non-negative of Dynkin type Dyng, = Dyy1 and corank crkg, =k —1.

Proof. 1t is straightforward to verify that
2

12k 2 2% 1k
qg, (z) = <931 + 22%) + <$2 +3 Zl“z) B Z Toio1 — w2i)°,
=3 i—2

hence the garland poset Gj is non-negative. Moreover, integer vectors
h3, k%, ... h2k—1 € 722F where h' == ¢; + e;+1 — €1 — e form such a basis
of the free abelian group Kerqg, C Z%, that hi = 1 and h; = 0 for
i,j € {3,5,...,2k — 1} and i # j. Since G>7 Y — (Dr oAy is
positive of Dynkin type Dy (see [14, Theorem 5.2]), the thesis follows
from Definition 3. 0

We do not know a general description of type Dyn; = D,, non-
negative connected posets, but the experimental results (see [10, 18])
suggest that their number grows exponentially.

Conjecture 1. Let n > 4 be an integer. Up to poset isomorphism, there
exist exactly:

9, n =4,

Nneg(n,D,) =
9(n, D) {(n+5)2”_4—1, n> 4

positive posets I of the Dynkin type Dyn; = Dy,.

Moreover, the experimental results suggest that the number of Coxe-
ter types depends on the corank in the following way.

Conjecture 2. The number of Cozeter types of Dyn; = Dy, non-negative
connected posets of size n = |I| equals

17 Zf CI‘k[ = 07
crk[|7 maX(O,n—chk[ _2)7 Zf CI‘k[ — Qk + ]_,
max(0,n—2crk; —1 — (crky mod 2)), if crky = 4k

max(0,n—2crk; —1 — (n mod 2)),  otherwise.

|CTypes
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Nevertheless, this description does not give any insights into the
structure of I,,, type non-negative connected posets.

Open problem 1. Give a structural description of non-negative con-
nected posets of Dynkin type Dyn; = D,,.
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