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On the semigroup of injective transformations
with restricted range that equal gap and defect
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ABSTRACT. Let X be an infinite set and I(X) the symmetric
inverse semigroup on X. Let A(X) = {a € I(X) : | X \ dom o =
| X \ Xal|}, it is known that A(X) is the largest factorizable sub-
semigroup of I(X). In this article, for any nonempty subset Y of X
we consider the subsemigroup A(X,Y) of A(X) of all transforma-
tions with range contained in Y. We give a complete description of
Green’s relations on A(X,Y). With respect to the natural partial
order on a semigroup, we determine when two elements in A(X,Y")
are related and find all the maximum, minimum, maximal, mini-
mal, lower cover and upper cover elements. We also describe ele-
ments which are compatible and we investigate the greatest lower
bound and the least upper bound of two elements in A(X,Y).

1. Introduction

Suppose that X is a nonempty set and let P(X) denote the set of all
partial transformations of X, i.e., all transformations o whose domain,
dom «, and range, X« are subsets of X. Also, let I(X) denote the
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symmetric inverse semigroup on X: that is, the set of all injective map-
pings in P(X). As usual, | X| denotes the cardinality of X and we write
X\Y ={zxeX:x¢Y}, where Y is a set. We also write

g(a) = | X\dom af, d(a)=|X\Xa| and r(a) = |Xa|,

and refer to these cardinals as the gap, the defect and the rank of «,
respectively. In [1], when X is an infinite set, the authors studied the
semigroup

A(X) = {a € I(X) : g(a) = d(a)}.

They showed that any inverse semigroup can be embedded in some A(X)
and A(X) is the largest factorizable subsemigroup of I(X).

In the paper [6], Sanwong and Sullivan gave a complete proof that
A(X) is an inverse subsemigroup of I(X). They also described Green’s
relations and ideals in A(X) and determined all maximal subsemigroups
of A(X) when X is uncountable. Recently, in 2022, Singha [7] described
all prime ideals of A(X) and applied these results to characterize all
maximal subsemigroups of A(X) for an arbitrary infinite set X. In [4],
Mendes-Gongalves and Mendes Araujo studied a linear version of this
semigroup by defining the semigroup A(V') consisting of all linear trans-
formation « on a vector space V with equal gap and defect by changing
the meaning of the gap and the defect of « to the co-dimension of dom «
and the co-dimension of X« respectively.

In this paper, we generalize A(X) by letting a nonempty subset Y of
X and defining

AX)Y)={aeI(X):g(a) =d(a) and Xa CY}.

Clearly A(X,Y) is a subsemigroup of A(X) and when X =Y, we obtain
that A(X,Y) = A(X). Thus, we may regard A(X,Y’) as a generalization
of A(X).

In 1986, Mitsch [5] introduced the definition of the natural partial
order on an arbitrary semigroup S by

a<b if and only if @ =xb=byand a = ay for some z,y € S,

where the notation S means S itself if S contains the identity element,
otherwise S denotes the semigroup obtained from S by adjoining an
extra identity element 1. A wide range of properties of the natural partial
order have been studied on various transformation semigroups. In 2003,
Marques-Smith and Sullivan [3] studied various properties of the natural



B. SINGHA 141

partial order < and the another partial order C on P(X), namely the
containment order defined by

a C g if and only if dom o C dom 8 and za = xf for all z € dom a.

They showed that these two partial orders are different and each of them
is not contained in the other. Unlike for I(X), the result was shown in
[2, p. 153], that < and C are equal in I(X). For the description of the
natural partial order on A(X), it was not characterized before.

The main objective of this paper is to study the semigroup A(X,Y).
In Section 2, we give a brief introduction to the notations used and we
investigate some elementary results of A(X,Y’). In Section 3, we deter-
mine Green’s relations on A(X,Y). The results in this section generalize
the corresponding results for A(X) obtained in [6]. In Section 4, we use
the results from Section 3 to describe the natural partial order on this
semigroup.

2. Preliminary

Throughout this paper, we suppose that X is an infinite set with | X| =
n > Ng and Y is a nonempty subset of X. For each mapping o € A(X,Y),

we write
a;
a= ,

where the subscript ¢ belongs to some unmentioned index set I, the
abbreviation {y;} denotes {y; : i € I}, Xa = {y;} C Y, dom a = {a;}
and a;a = y;. For a subset A of X, we denote by «|4 the restriction
of a to A and we write Aa instead of (A N dom «a)a for convenience.
Also, denote by id4 the identity function on A and we write A = B U C
to denote A is a disjoint union of B and C. As usual, () denotes the
emptyset, but in some contexts, () is used to refer to the empty (one-to-
one) transformation which is the zero element in I(X) and A(X,Y).

We refer to [6, Lemma 1] that, if @« € I(X) and Y,Z C X, then
(Y\ Z)a = Ya \ Za. This fact has been used in [6, Lemma 2] to
show that A(X) is closed under the composition of mapping and we will
use this idea as well for A(X,Y’). We begin with some basic results on
A(X,Y,) which will be used in the following.

Proposition 1. A(X,Y) is a semigroup containing zero element and it
contains the identity element which is idx precisely when X =Y.
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Proof. Let o, 8 € A(X,Y), then g(a) = d(a) and ¢(5) = d(5), whence
d(afB) = [X\ X8|+ |XB\ Xap|
=d(8) + |((X \ Xa) N dom )|
=9(8) + (X \ Xa) N dom g
= |(X \dom B) N Xa| + |(X \ dom 8) N (X \ Xa)|
+ [(X \ Xa) Ndom f]
= (X \ dom B)a~ | + d(e)
= |(X \ dom B)a"!| + g(a)
= |Xa '\ (Xandom B)a !+ | X\ Xa™!|
= |X \ (Xandom B)a™!|
= g(aB).

Moreover, as Xaf8 C X3 C Y, whence aff € A(X,Y) as required. Next,
as X is an infinite set, we can choose x € X,y € Y for which = # y and

define
_ (Y I
‘- <y)’ﬁ_ <y>

Then o, 8 € A(X,Y) and thus ) = o € A(X,Y). Finally, it is clear
that when X =Y, we have A(X,Y) = A(X) and in this case idx is the
identity of A(X,Y’). Suppose that ¥ C X. We can choose x € X \'Y,
y € Y and define

v = (5) € A(X,Y).

If u € A(X,Y) is the identity element, then py = 7. Therefore xuy = .
As ~ is injective, we have that zu = = ¢ Y, this contradicts to that
p e A(X,Y). Hence, A(X,Y) has no identity when X # Y. O

To close this section, we discuss the regularity of A(X,Y). As men-
tioned in the introduction that A(X) is an inverse semigroup, therefore
it is regular. Here, we observe that, in general A(X,Y) is not a regular
semigroup. For example, let X = N be the set of all positive integers, let
Y be the set of all positive even integers. Let a € A(X,Y') be defined by

o 3 5
S \2 4)°
Suppose that @ = afa for some 8 € A(X,Y). Then, 3o = 3afa. As

« is injective, we have that 3a5 =3 € X\ Y, this contradicts to that
g€ A(X,Y). Hence, A(X,Y) is not a regular semigroup.
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3. Green’s Relations

In this section, we characterize the Green’s relations on A(X,Y’) by using
some ideas of the proof for A(X) in [6] with the idea of restricted range
concerned. For the definition of Green’s relations £, R, H, D, and J on
a semigroup, see Chapter 2 of [2]. We also recall from Proposition 1 that,
in general A(X,Y) has no the identity element, so the notation A(X,Y)!
denotes a monoid obtained from A(X,Y’) by adjoining an identity 1.

For comparison with what follows, we recall the following descriptions
of the Green’s relations in the semigroups A(X) which was proved in 2009
by Sanwong and Sullivan.

Theorem 1 ([6, Section 3]). Let o, 8 € A(X). Then the following state-
ments hold.
(a) aRB if and only if dom o = dom f3.
(b) aLp if and only if Xao = XJ5.
(¢) aHp if and only if dom o = dom (3 and Xa = X[.
(d) DB if and only if r(a) = r(B) and d(a) = d(p).
(e) D=J on A(X).

We begin by characterizing the R and L relations on A(X,Y). As
discussed in Section 2 that A(X,Y) is not a regular subsemigroup of
A(X), so Hall’s Theorem cannot be used to describe these two relations
on A(X,Y) in terms of their characterization on A(X). However, the
following result for the R relation on A(X,Y’) appears to coincide with
the results in Theorem 1 when RS in A(X).

Theorem 2. Let o, € A(X,Y). Then a = Bu for some p € A(X,Y)
if and only if dom o C dom . In other word, aRS in A(X,Y) if and
only if dom a = dom f3.

Proof. 1t is clear that, if « = Bu for some p € A(X,Y), then dom o C
dom (. For the converse, we suppose that dom @ C dom [, whence
X \doma = (X \ dom 8) U (dom 8\ dom «) and so g(a) = g(8) +
|dom S\ dom «|. We can write

o 473 . a; .I‘j
“ <bz> and = (Ci yj> ’

ZZ> Then o« = Sp and

Xp=XaCY,g(p)=dB)+[{y;}l = g(8) +|dom B\ dom of = g(a) =

where dom o = {a;} C dom 5. We define p =
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d(a) = d(p), whence p € A(X,Y) and as required. Next, suppose that
aRpBin A(X,Y). Then a = Bu and 3 = a\ for some pu, A € A(X,Y)!. If
p=1or A=1, then o« = 8 and so dom a = dom . On the other hand,
if p #1+# A, then u,\ € A(X,Y). Thus, we can deduce from the first
part of this proof that dom o = dom 3. Conversely, if dom o = dom S,
then o = fu and B = a for some p, A € A(X,Y), whence aRf. O

In order to characterize the L relation on A(X,Y’), the following
lemma is needed.

Lemma 1. Let o, € A(X,Y). Then o = A3 for some A € A(X,Y) if
and only if the following conditions hold.

(a) Xa C Xp.

(b) (Xa)p~tCY.

Proof. Suppose that o = A\ for some A € A(X,Y). Then Xa C Xj

and we suppose
N _ (T Tk
a= <bz> and 8 = (bi bk) ,

where Xa = {b;} € XB and {z;} = (Xa)B7!. Thus a;\8 = a;a =
b; = xz;8. Since B is injective, we have that z; = a;A € Y, that is
(Xa)g~tCY.

Conversely, suppose that the conditions (a) and (b) hold. Then we

can write
I _ (T Tk
o= <bz> and 8 = <bi bk) ,
where Xa = {b;} C XB, {z;} = (Xa)B~! CY and X3\ Xa = {b}.
As Xa C Xf, we have that X \ Xa = (X \ X8) U (X8 \ Xa) and so
d(a) = d(8)+|X B8\ Xa|. Now, define A = <“?>. Then a = A3, XACY

L

and d(A) = g(8) + {zr}| = d(B) + |XB\ Xa| = d(a) = g(a) = g(N),
whence A € A(X,Y). O

Using Lemma 1 , we have the following theorem.
Theorem 3. Let a, 8 € A(X,Y). Then aLp if and only if

a=0 or (Xa=Xp, domaCY and dom 5 CY).
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Proof. Suppose that aLf in A(X,Y). Then o = AS and 5 = pa for
some \,pu € A(X,Y)L. If a # 8, then \,u € A(X,Y). Thus, Lemma 1
implies that the following conditions hold:

(a1) X € XB, (a2) (Xa)B7LCY, (b)) XB C Xa, (b)) (XB)a t CY.

Then (a1) and (b1) imply Xa = X 5. Consequently, (az) implies dom § =
(XB)B~! = (Xa)p~! C Y. Similarly, (by) implies dom a@ C Y as re-
quired.

Conversely, it is clear that if & = 3, then aL5. Now we suppose that
Xa=XB,doma CY and dom 8 C Y. Then (Xa)37! = (Xp)B3 ! =
dom 8 C Y. Thus, by Lemma 1, a = A for some A € A(X,Y). Simi-
larly, we can show that § = pa for some p € A(X,Y). Hence, oL as
required. O

According to Theorem 2 and Theorem 3, we have the following con-
clusion readily for # relation on A(X,Y).

Corollary 1. Let a, 8 € A(X,Y). Then aHp in A(X,Y) if and only if
a=0 or (Xa=Xp and dom a =dom 5 CY).
The following theorem characterizes the relation D on A(X,Y).

Theorem 4. Let o, € A(X,Y). Then oDS if and only if dom o =
dom 8 or (r(a) =r(f),dom a CY,dom S CY and g(a) = g(h)).

Proof. Suppose that aDS. Then there exists v € A(X,Y) such that aL~y
and YRS3. Then by Theorem 2 and Theorem 3, we get dom v = dom (3
and

(a) a=v or (b)) Xa=Xv,domaCY and dom~y CY.

If (a) holds, then dom o = dom v = dom 3. Otherwise, if (b) holds, then
dom = dom y CY,doma CY, g(a) = [X\Xa| = [X\Xv|=g(y) =
9(B8) and [Xa| = |Xv| = [dom 7| = |dom S| = | X 3], whence r(a) = 7(8)
as required.

For the converse, if dom o« = dom 3, then aRS in A(X,Y’). Conse-
quently, as D is an equivalence relation containing R, we have that aDj
as required. Next, we assume r(a) = r(), dom o C Y, dom f C Y and

g(la) =g(B). As r(a) = r(B), we may write

o= <Z:> and 8 = (Z) .
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We define v = ZZ> . Then Xy = Xa CY and g(v) = g(f) = g(a) =

d(a) = d(v), whence v € A(X,Y). Moreover, dom~y = dom 3 C Y.
Hence, by Theorem 2 and Theorem 3, we get YR and aL~ which imply
aDp in A(X,Y). O

In order to describe the J relation on A(X,Y’), we need the following
lemma.

Lemma 2. Let a, f € A(X,Y). Then B = Aau for some \,u € A(X,Y)
if and only if g(a) + |[dom o\ Y| < g(B) and |dom S| < |[dom aaNY].

Proof. Suppose that 8 = Aapu for some A\, u € A(X,Y). Since XA C Y,
we have that |[dom §| < [ XANdom a| < |Y Ndom «a|. Moreover, we get
dom 8 C dom A and, as X\ C Y, we have that (dom )\ C dom aNY,
whence XA N (X \ dom o) = (dom A \ dom )X N (X \ dom «) which
implies
g9(B) = |X \ dom A| + |[dom A\ dom j]|

= |X \ XA| + |(dom A\ dom f3)A]

= |X\Y|+|Y\ XA+ |(dom X\ dom S5)A|

=|(X\Y)Nndoma|+ (X \Y)N (X \ dom «)|

+[(Y\ X)) Nndom o + |[(Y \ XA) N (X \ dom )]

+ [(domA \ dom S)A N dom «f + |(dom A\ dom S)AN (X \ dom &)

> (X \Y)Ndomal+ [(X\Y)N (X \ dom «)|

+ (Y \ XA) N (X \ dom &)+ |[(dom A\ dom S)AN (X \ dom )|

=ldoma\ Y|+ (X \Y)N (X \ dom «)|

+ [(Y\ XN N (X \doma)|+ | XAN (X \ dom «)

= |dom o\ Y| + g(«).

Conversely, suppose that the conditions hold and assume g = <ZZ>
(2
We will consider two cases.
Case 1. If |dom 8| = n, then |[dom aNY| = n since |dom 5| <
|dom o N Y|. Moreover, as g(a) + |[dom a \ Y| < g(8), there exists a
cardinal t for which g(a) + |dom o\ Y| 4+t = ¢g(8). Then we may write

dom anY = {a;} U T for some set T' with |T'| = t and |{a;}| = [{b;}| = n.

Then we define
bi I Rie
A= (a)andu— <yz>
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It is clear that XA C Y and Xp = X3 C Y. Moreover, d(\) = g(a) +
[dom o\ Y |+|T| = g(5) = g(A) and g(u) = d(c)+|(dom a\Y)a|+[Ta| =
g(a)+|dom a\Y|+|T| = g(8) = d(B) = d(u). Therefore, A\, u € A(X,Y)
and 8 = Aap.

Case 2. If |[dom | < n, then g(8) = n. As |dom 8] < |[dom aNY]|,
there exists a subset {¢;} of dom o NY where [{¢;}| = [{bi}| < n. It
follows that | X \ {¢;}| =n = |X \ {cia}|. Then we redefine

b; R aeTe
A—<6i>andu—<yi>.

We see that XA C Y, Xpu=XB CY and g(\) = g(B) =n =d(B) =
d(u). Moreover, d(\) = | X \ {ci}| =n = |X \ {aa}| = g(p). Therefore,
A p € A(X,Y) and 8 = Aau as required. O

The following theorem is a consequence of the above lemma.

Theorem 5. Let o, € A(X,Y). Then aJ S if and only if
(a) dom a = dom 3 or
(b) |dom a| = |[dom aNY| = |dom S| = |dom SNY| and

g9(a) + |[dom a \ Y| = g(a) = g(8) = g(B) + [dom 5\ Y.

Proof. Suppose that aJf in A(X,Y). Then there exist o,d,0’,§ €
A(X,Y)! such that o = 08§ and 8 = o'ad’. If 0 = 1 = o', then
a = 6 and B = ad’. So aRfB3, whence dom a@ = dom 8 by Theorem 2.
If 6 =1=0, then a = 08 and 8 = o’a which imply aLS. Then, by
Theorem 3, we have a =  or Xa = X, doma C Y and dom 5 C Y.
Here, if a = 3, then we obtain that dom @ = dom . Otherwise, if the
latter holds, then |dom o \ Y| = 0 = |dom 3 \ Y|, which implies g(a)+
|dom o\ Y| = g(«) and g(8)+|dom B\Y| = g(B). As Xa = X3, we have
that d(«) = d(8), whence g(a) = g(8) and thus g(a)+|dom a\Y| =
g(a) = g(B) = g(B)+|dom B\Y|. Moreover, we obtain that [dom anY| =
|dom af = | Xa| = |X3| = |[dom S| = |[dom S N Y| as required. In other
cases, it is a routine to check that a = ABu and 8 = Nay' for some
AN p,p' € A(XL,Y) (for example, if o =1 and 6,8, 0’ € A(X,Y), then
a=pdand f =od'ad. Soa= 6= (c'ad")d = d'(86)dd = o' 5(6§0),
where 8’0 € A(X,Y)). Thus, Lemma 2 implies that |dom of <|dom SNY|
< |dom | < |[dom aNY| < |dom «| and g(«) + |[dom « \ Y| < g(5)
g(B) + |[dom B\ Y| < g(a) < g(a) + |dom e \ Y|. Hence, |dom «
|[dom aNY| =|dom S| = |[dom S NY] and g(a) + |[dom o\ Y| = g(a) =
9(B) = g(B) + |dom B\ Y| as required.

I IA
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Conversely, if dom @ = dom 3, then aRfS and so aJB. Now, we
assume that |dom a| = |[dom aNY| = |dom 5| = |dom SNY| and g(«)+
|dom o\ Y| = g(a) = g(8) = g(B8) +|dom §\Y|. Then Lemma 2 implies
a = ABu and B = Nap' for some \, N, u, 1/ € A(X,Y). Therefore, a7
and the proof is complete. O

Recall that D C J on any semigroups and D = J on some well known
transformation semigroups, for example, on P(X), I(X) and A(X). Howe-

ver, this is not true for A(X,Y’) as shown in the following example.

Example 1. Let X = N denote the set of all positive integers and let

Y be the set of all positive even integers. We define o« = , where

on
2n
n € N, and 8 = idy. It can be verified that o, € A(X,Y). We see
that [dom aNY| = |{10n : n € N}| = Xy = |dom «| and |[dom SNY| =
|dom S| = |Y] = Rg. Moreover, g(a) = Ry = ¢(8), whence g(a) =
g(a) + [dom a\ Y| = Ry = g(8) = g(8) + [dom B\ Y. So aJF in
A(X,Y) by Theorem 5. But v and 8 are not D-related in A(X,Y") by
Theorem 4 since dom « # dom  and dom a € Y.

To close this section, it is worth noticing that, unlike the R relation,
when X # Y the relations £, H, D and J on A(X,Y) are not the
restriction of the corresponding relations from A(X) to A(X,Y). We
provide some examples below.

Example 2. Let X and Y be as in Example 1.
(1) Let a = <1 3 5> and 3 = (3 o 1). We can verify that
2 4 6 2 4 6
a,f € AX,)Y) C AX) and Xa = X3, dom a = dom 3. So aHf
in A(X) by Theorem 1, whence aLf in A(X). But a and 3 are not
L-related in A(X,Y’) by Theorem 3 since a # 8 and dom o ¢ Y. Con-
sequently, they are not H-related in A(X,Y).

1 3 4 2 35
(2)Let7—<2 46 and p = 9 4 6>.Then'y,,u€A(X,Y)§

A(X), 7(y) = 3 = r(p) and d(vy) = d(u) = Rg. So vDu in A(X) by
Theorem 1. Since D = J in A(X), we obtain that 77 p in A(X). But by
Theorem 5, v and p are not J-related in A(X,Y) since dom v # dom p

and |dom y| = 3 whereas |[dom vy NY| = 1. Consequently, they are not
D-related in A(X,Y).
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4. Natural Partial Order

In this section, we investigate various properties of the natural partial
order < on A(X,Y). We first observe that, for o, 5 € A(X,Y) with
a C 3, since they are injective, it is a routine matter to show that the
following results are true.

(1) |[dom £\ dom | = | X5\ Xa.

(2) (Xa)a~! = (Xa)5L.

(3) If dom o = dom (3 or Xav = X3, then o = 3.

When o C 3, the above results will be used throughout this section
without further mention. We denote by @ C 8 when a@ C § and « # f3.
Similarly, we write « < 8 when o < 8 and o # S.

Theorem 6. Let o, € A(X,Y). Then o < S if and only if
a=p0 or (¢ CB and doma CY).

Proof. Suppose that a < 5 in A(X,Y). Then a = A\ = fp and a = au
for some A\, u € A(X,Y)! which imply Xa € X3 and dom a C dom f£.
If o # B, then A\, u € A(X,Y). So, by Lemma 1, we have (Xa)8~! CY.
Next, as « = fu = ap, we have that zap = zfu for all z € dom a.
Thus, xa = xf as p is injective. Therefore, @« C S and so dom a =
(Xa)a™! = (Xa)B~! C Y as required.

For the converse, if a« = 3, then it is clear that o < 8. Now we
assume « C # and dom o C Y. We may write

o= <ai> and 8 = (ai aj) .
Xy Ty l’j
Let p = <§Z>, clearly a = fu = au, where Xp = Xa C Y and
(2

g(p) = d(u), whence p € A(X,Y). Moreover, as a C 3, we also obtain
that Xa C X3 and (Xa)B~! = (Xa)a™! = doma C Y. Thus, by
Lemma 1, o = A8 for some A € A(X,Y). Hence, o < (8 as required. [

Notice that, from Theorem 6 above, the natural partial order < is
contained in C on A(X,Y). Moreover, by applying Theorem 6 to the
case Y = X, we obtain the following corollary where the natural partial
order on A(X) is described.

Corollary 2.0n A(X), thepartialorder < is equal to the partial order C.
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Theorem 7. The following statements hold for the mazimum and mini-
mum elements with respect to < in A(X,Y).

(a) A(X,Y) has no mazimum element with respect to <.

(b) 0 is the minimum element with respect to <.

Proof. In order to prove (a), we choose a,b € X and ¢ € Y with a # b

and define
a b
8= (c) and v = <c> .

It can be verified that 5,7 € A(X,Y). If « € A(X,Y) is the maximum
under <, then 3,7 < «a, whence 3,7 C «. This implies aa = a8 = ¢ =
by = ba, whence a = b (as « is injective), a contradiction. Therefore,
A(X,Y) has no the maximum element under <.

To prove (b), let « € A(X,Y). It is clear that ) C « and dom () = ()
C Y, whence () < o. Hence, () is the the minimum element under <. []

Theorem 8. Leta € A(X,Y). Then « is a mazimal element in A(X,Y)
with respect to < if and only if Xa =Y ordoma €Y.

Proof. Suppose that @ = (ai) is a maximal element in A(X,Y). If
K3
Xa €Y and dom a C Y, then g(a) = d(a) > 0. So, we can choose
a€X\doma,beY\ Xaand define 8 = <Z Cb‘) Clearly, X3 C Y
K3

and g(8) = [(X \ dom o) \ {a}| = [(X \ Xa) \ {b}| = d(B), whence
g € A(X,Y). In addition, we see that o C . Therefore, a < § by
Theorem 6, which contradicts the maximality of a. Hence, Xao =Y or
doma ¢Y.

For the converse, assume that the conditions hold and suppose o < 3
where 5 € A(X,Y). It follows that o C S and so Xa C X5. If Xa =Y,
then Y = Xa C X8 C Y, whence Xa = X3. As a C 8 and S is
injective, it follows that a = 8. On the other hand, if dom o € Y, then
«a = 8 by Theorem 6. In both cases, « is maximal under <. ]

The next result characterizes all the minimal elements under < in

AX,Y).

Theorem 9. Let a € A(X,Y). Then « is a non-zero minimal element
with respect to < in A(X,Y) if and only if |dom o] =1 or dom aNY = (.
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Proof. Let o be a non-zero minimal element under <. If |[dom a| > 1

and dom aNY # (), then we choose a € dom aNY and define 8 = <aaa> .

Clearly f € A(X,Y) and 0 # 8 C « since |dom «| > 1. Moreover, as
a €Y, weget ) # 3 < aby Theorem 6, which contradicts the minimality
of a. Hence, |[dom af =1 or dom aNY = 0.

Conversely, suppose the conditions hold and let § € A(X,Y’) be such
that 0 # 8 < a. Then ) # B8 C « and so ) # dom 3 C dom a.
Consequently, if |dom «| = 1, then dom @ = dom 8 and so o = .
Otherwise, if domaNY = @, then dom S NY = () and we obtain by
Theorem 6 that @ = . In both cases, we deduce that « is non-zero
minimal under <. O

Next, we examine the compatibility of the natural partial order on
A(X,Y). To do this, we first recall from [3, p. 104], that, the containment
order C is both left and right compatible on P(X), in other words, if
a C 3, then ya C B and ay C By for all a, 8,y € P(X). Therefore, it
is also left and right compatible on A(X,Y’) since A(X,Y’) is contained
in P(X).

Theorem 10. The following statements hold for the compatibility pro-
perties with respect to < on A(X,Y).

(a) The natural partial order is right compatible on A(X,Y).

(b) a € A(X,Y) is left compatible with respect to < if and only if
|dom a| =1 or dom a C Y.

Proof. In order to prove (a), let a, 8,7 € A(X,Y) be such that a < g.
Clearly, if a = 3, then ay = B, whence ay < 8v. Now, we suppose that
«a # B. Then by Theorem 6, we have o« C 8 and dom a C Y, whence
avy C By and dom ay € dom a C Y. By Theorem 6 again, we deduce
that ay < Bv. Therefore « is right compatible as required.

To prove (b), let a be a left compatible element under < and suppose
|dom «| # 1. If a = (), then it is clear that dom o = ) C Y. On the other
hand, if o # (), then |[dom «| > 1. Here, for any = € dom a, we let A\, =
idxa\{za} and g = idxe. Clearly A\;, p € A(X,Y) and a); # ap = a.
Moreover, A\, C p and dom A\, C Y, whence A\, < p by Theorem 6.
Hence, a), < au since « is left compatible. So, by Theorem 6 again,
we obtain that dom « \ {z} = dom a\, C Y. Since z is an arbitrary

element in dom «a, we get doma = |J dom a\{z} CY as required.
r€dom o

Conversely, suppose that the conditions hold. Let v,u € A(X,Y)
be such that v < pu, then v C pu. First, assume that |[dom o = 1,



152 ON THE SEMIGROUP OF INJECTIVE TRANSFORMATIONS

where dom o = {z}. If za ¢ dom v, then ay = () < au since ) is the
minimum element. Otherwise, if xa € dom v, then, as v C u, we have
(xa)y = (za)u, where dom oy = {x} = dom au, whence ay = ap.
Therefore, « is left compatible. Finally, we assume that dom o C Y.
Then dom ay C dom o C Y. As vy C p and A(X,Y) is left compatible
under C, we have that ay C au. So, by Theorem 6, we get ay < apu.
In all cases, we have shown that « is left compatible with respect to <,
and the proof is complete. O

Next, we study the existence of the meet o A B (or the greatest lower
bound) and the join aV 3 (or the least upper bound) for «, 5 € A(X,Y)
under the natural partial order. Obviously, if « < 3, then a A8 = « and
aV B = . Therefore, we suppose that o« and 3 are incomparable under
<. In what follows, we refer to the equalizer of o and 8 which defined in
[8] by E(a, 8) = {x € dom aNdom § : za = xf}. For convenience, we
will denote E(a, ) by E and it is clear that o|p = 5|g.

Lemma 3. Let o, 8 € A(X,Y) which are incomparable with respect to
<. Ify € A(X,Y) is a lower bound of {c, 3}, then dom~vy C ENY and

v C a|lpny = Bleny -

Proof. Suppose that v € A(X,Y) is a lower bound of {«, 5} under <. If
~v =0, then it is clear that dom v =0 C ENY and v C a|gny = B|eny-
If v # (), then the conditions v < a and v < 8 imply v C a and v C 5.
So ) # dom v C dom a Ndom S and za = xy = 3 for all z € dom ~,
whence dom v C E. Moreover, since « and 3 are incomparable, we have
that « # . Then by Theorem 6, as v < «, we have dom v C Y. Hence
dom~y C ENY and v C a|gny = B|eny as required. O

Theorem 11. Let o, € A(X,Y) which are incomparable with respect
to <. Then the following statements hold.

(a) IFENY =0, then a A B = 0.

(b) If ENY #£0, then a A\ B exists if and only if

X\ (ENY)|=[X\(ENY)al
In this case, a A B = a|pry = BlEny -

Proof. To prove (a), suppose that ENY = (). Then by Lemma 3, if
v < aand v < 3, then dom~y C ENY = (), that is v = (). Thus, the
only lower bound of {«, 8} is 0, whence a A 5 = 0.
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To prove (b), we suppose that ENY # () and o A § =  for some
v € A(X,Y). Then Lemma 3 implies that dom~+y C ENY and v C
alpny = Bleny. For each x € ENY, we define A\, = (;;) = (xxﬁ)’
whence \; € A(X,Y). Moreover, \; C o and dom A\; = {z} C Y. Then
by Theorem 6, A, < «. Similarly, we get A\, < 3, whence A\, is a lower
bound under < of {a, f}. Since aAB = 7, we have A\, < 7, which implies
Az € v and so {z} = dom A, C dom 7. Therefore, ENY C dom 7 which
implies domy = ENY and v = algny = Bleny. Consequently, as
v e AX,Y), we have | X \ (ENY)| =g(v) =d(y) =X\ (ENY)a| as
required.

Conversely, suppose that the conditions hold and let £ = a|gny =
Bleny. We claim that a A § = €. It is clear that X = (ENY)a CY
and as [ X \ (ENY)| = | X\ (ENY)al, we get g(§) = d(&), whence
€€ A(X,Y). We also see that £ C a, £ C 8 and dom £ C Y. Therefore,
¢ is a lower bound under < of {a, 8} by Theorem 6. To complete the
proof, let © € A(X,Y) be such that p < a and p < 3. Then Lemma 3
implies that dom ¢ € ENY and u C a|pny = Blpny = §. Since a and
(B are incomparable, we have a # p. Thus, the condition p < « and
Theorem 6 imply dom p C Y. Therefore, as u C &, we can deduce that
@ < & by Theorem 6 again. Hence a A 5 = €. ]

Next, to describe the least upper bound for «, 8 € A(X,Y), we let
a U f denote the mapping from dom o U dom 3 to Xa U X3 defined by

TQ if z € dom « \ dom g,
r(aUB) =< 2B if z € dom 3\ dom «,
za=zf if x € dom aNdom S.

Obviously, a U 8 is well defined if and only if dom o N dom 8 = ) or
rza = zf for all z € dom a Ndom B, i.e., domaNdompB = E. In
this case, a U f3 is injective only when the sets (dom « \ dom S)a and
(dom 8\ dom )3 are disjoint.

Theorem 12. Let o, 8 € A(X,Y) which are incomparable with respect
to <. Then aV B exists if and only if the following conditions hold.

(a) dom aNdom = E.

(b) (dom a \ dom B)a N (dom S\ dom «)B = 0.

(¢) | X\ (dom aUdom B)] = |X \ (XaU Xp)|.

(d) doma CY anddom f CY.

In this case, aV = aU 3.
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Proof. Suppose that aV = v for some v € A(X,Y,). To show (a), it is
clear that £ C dom aaNdom (. For the equality, let £ € dom aaNdom S.
Asa<~yand f<~, weget a Cvyand S C . Soxa=xy=xf which
implies € F, whence dom o Ndom 8 = FE, that is (a) holds. To show
(b), suppose for a contradiction that there exists y € (dom «\ dom B)aN
(dom 8\ dom o). Then za = y = zf for some x € dom a \ dom f,
z € dom B\ dom a. As a C v,5 C v, we get za = 7y and z3 = 27, so
xy =y = zv. It follows that = = z since +y is injective, a contradiction.
Thus (dom « \ dom B)a N (dom B\ dom «)5 = @), and this proves (b).
Next, as a C v, 8 C vy, we have dom aUdom S C dom v, XaUXS C X~
and (dom 7\ (dom v Udom f3))y = X+ \ (Xa U Xf), whence

| X \ (dom o Udom B)| = |X \ dom 7| + |dom v \ (dom U dom [3)]
= g(7) + [(dom 7\ (dom avU dom f))|
=d(7) + | Xy \ (XaU Xp)|
= [X\ X9+ [X7\ (XU XB)|
=X\ (XaUXp)|.

Hence, (c¢) holds. To prove (d), as a <, 8 <~ and « and § are incom-
parable, we have that « is not maximal under < (otherwise, a < = implies
a =~ and so § < a, a contradiction). Similarly, 8 is not maximal. Then
Theorem 8 implies that dom o C Y and dom 8 C Y, whence (d) holds.
For the converse, suppose that the conditions (a), (b),(c) and (d)
hold. Let p = a U 3, we aim to show that a V g = p. It follow from (a)
and (b) that p is a well defined injective mapping from dom o U dom f3
to Y. In addition, the condition (¢) implies that g(p) = d(p), whence
p € A(X,Y). It is clear that a C p and by the condition (d), dom a C Y,
whence a < p by Theorem 6. In a similar way, we can verify that 5 < p,
so p is an upper bound of {«, 5}. Finally, let u € A(X,Y) be an upper
bound under < of {«, 3}, we aim to show that p < p. As a < p and
B < u, we have « C pand 8 C pu. Then p = aUS C u, and from (d), we
get dom p = dom a Udom S C Y, whence p < u by Theorem 6. Hence,
aV f=p=aUpf as required. O

In the last part of this paper, we describe the existence of upper covers
and lower covers of elements in A(X,Y’). We first recall the definitions
of an upper cover and a lower cover in a partially ordered set (X, <). Let
a and b be distinct elements in X, we call a a lower cover of b if a < b
and there is no ¢ € S such that a < ¢ < b. When this occurs, b is called
an upper cover of a.
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Theorem 13. Let o, € A(X,Y) be such that o« < B. Then 3 is an
upper cover of a if and only if |dom f\dom o] =1 or (dom S\ dom )N
Y = 0. In other words, in the event that this occurs, a is a lower cover

of B.

Proof. Suppose that a < 8 where 8 is an upper cover of a. By Theo-
rem 6, we get dom o CY and o C 8. If (dom 8\ dom ) NY # (), then
a
ap
B is injective and o C 3, we get afS ¢ X, whence v is injective. We
also see that Xy = Xa U {af} CY and g(y) = [(X \ dom «) \ {a}| =
(X \Xa)\{aB}| =d(vy), whence v € A(X,Y). Moreover, it is clear that
a C v C B and dom v = dom aU{a} C Y. It follows by Theorem 6 that,
a <y < f. So, as f is an upper cover of «, we deduce that 5 = . There-
fore, dom 8 = dom v = dom aU{a} and so |dom §\dom o| = [{a}| = 1.

Conversely, suppose that the conditions hold and let v € A(X,Y) be
such that o <y < 8. Then o C v C 8 and so dom o C dom v C dom £.
It follows that

there exists a € (dom §\ dom o) NY. We define v = a U < . Since

dom 3\ dom a = (dom 3\ dom ) U (dom ~v \ dom «). (1)

If |[dom g\dom «| = 1, then from (1), we obtain that |[dom S\dom ~| = 0
and |dom « \ dom «| = 1. This implies dom v = dom § and thus v = .
Otherwise, if (dom §\ dom «) NY = (), then (dom v\ doma)NY =0
and therefore dom v € Y. Then by Theorem 8, ~ is maximal under <.
Thus the assumption v < 8 implies v = 5. In both cases, we conclude
that S is an upper cover of « as required.

O

The descriptions of Green’s relations for A(X,Y’) presented in this
paper generalize the corresponding results for A(X) in [6, Section 3].
In addition, by taking X = Y in our results in Section 4, we obtain
the description of the natural partial order and its various properties on
A(X) which have never been studied before.
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