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ABSTRACT. A polynomial of degree n is denoted by p(z) :=

contains all of p(z)’s zeros.

In order to improve on classical Cauchy finding, we will extend
such results in this study to the polar derivative of an algebraic
polynomial using matrix technique.

n .
> a;z7. Then, by classical Cauchy’s result,
j=0

Ap—1

z|§1+max(

n

1. History and basic results

While using results on the characteristic values of M to acquire informa-
tion on the distribution of zeros in p, it may appear strange to describe
polynomial p as a characteristic polynomial of a matrix M. In actuali-
ty, practically all of the conclusions obtained using this kind of matrix
approach can be verified using a straightforward polynomial approach.
However, using matrix techniques leads to several helpful adjustments
that happen automatically. Numerous researchers like the approach of
Matrix Analysis [3, 8], as it is a well-established subject.
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Similar matrices. Let M and N be two square matrices of the same
order, if there exists an invertible (where P is change of basis matrix)
P of same order, such that N = P 'MP, then M is similar to N.
Similar matrices have same eigen values, trace, determinant, algebraic

and geometric multiplicities. Similarly M™ and etc. M and P~'MP are
similar matrices.

Let Cj be k — th degree polynomial for £ =0,1,2,.... Clearly,
Co(2),C1(2),...,Cr_1(2),2Ck_1(2)

form a basis of the vector space of polynomials of degree at most k.
Therefore there exist constants Py, so that

Ck = (Z - Pk,l’k)C'k,l(z) - Pk,Q,ka,Q(Z) — e — P07kCO(Z).

We have the following matrix representation of Cj (see [0, p. 264]) as a
consequence of above representation:

Theorem 1.1. Let Cy,Ch, ..., be a sequence of monic polynomials with
degree of Cy(z) is k for k =0,1,2,.... Then (—1)"C,(2) is the charac-
teristic polynomial of the matrix

Py Py -+ Pon-1 Pon
1 Po -+ Piua Pig
0 1 e Py Poy
| 0 o .- 1 Py_1n |

Equivalently
Cn(z) = (—1)"det(P, — zI,,),

where I, is identity matriz of order n.
We have the following more general result (see [6, p. 264]):
n
Theorem 1.2. Every polynomial p(z) := ) a;C;(2), (an # 0) may be
j=0

represented as

p(z) = (—=1)"det(G,, — z1I,,),
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where Gy, := P, + A,, and

0 --- 0 —ag

An = ...
—Qp—
0 --- 0 Tl
A matrix C whose all characteristic values [3] coincide with roots

of polynomial equation p(z) = 0 is called a companion matrix of p.
Specifically we say that G,, in Theorem 1.2, is a companion matrix of p
with respect to basis Cy, Cy,...,Cy,. If C, = 2¥ for k = 0,1,...,n and
the constants P,,; (defined above) are all zero, so we get

0 --- 0 %
1 ... 0 ¢
Gon = .
1 dn—1
Here (qi := —Z—i,k =0,1,...,n — 1). Frobenius matrix of p is defined
n .
as the companion matrix [6] of p(z) := ) a;27. By the application of
§=0
Gershgorin Disc Theorem [6] to Go,,, we will observe that distribution of
n .
all zeros of p(z) := ) a;27 lie in
§=0
{zE(C: z 4 dn-l <1}
Gnp,
U{ZE(C: H gmax{l—k n—2 o1+ a ) l }}
n an, Qn,

If all coefficients of p are distinct from zero, we may use the following
matrix

e ag
. o
al e 4
1 az 0 a2
DGy, D=1 . . ... _ :
an—1 an—1

an an
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whose characteristic values too coincide with the zeros of p. Using Ger-
shgorin Disc Theorem, we will obtain refinement of the Cauchy bound.

n .
Let p(z) := ) a;2?,an, # 0 be a polynomial of degree n over C. Then
§j=0
the companion matrix of P(z) is defined as

00 g

—a

10 ... =

— Q!

0 1 o

C = .
00 an |

The characteristic polynomial of C' is the polynomial P(z), and roots of
p(z) = 0 are called characteristic roots (eigenvalues).

Then Polar derivative of p(z) [1] with respect «, which is denoted by
D,p(z) and is defined by

Dap(z) = np(2) + (o = 2)p/ ().

The polynomial D,p(z) is of degree at most n — 1 and it generalizes the
ordinary derivative, where « is real or complex number, in the sense that

lim Lap(Z) =p/(2).

a—o00 o — 2

Here we first mention result of Cauchy [2], concerning the bounds for
the moduli of zeros of algebraic polynomial.

n .
Theorem 1.3. Let p(z) := > a;z’ be a polynomial of degree n. Then
§=0

This result is well known in the theory of zero distribution of poly-
nomials.

all zeros of p(z) lie in

an—1

|z]§1+max(

an,
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2. Lemmas
The following lemma, due to Hadamard [5], is necessary.

Lemma 2.1. Let A = [a;;] be an n x n matriz, then |A| # 0, if

n

|aij| > Pi = Z \aij|,z’ = 1,2,3,...,n.
i#£5;j=1

We deduce the following lemma from Lemma 2.1 (see [4, 5, 6, 7, 9]).

Lemma 2.2. Let A = [a;5] be an n x n matriz, then characteristic roots
of A lie in the union of disks

|Z_aii’ SPH i:1,2,3,...,n,

where
n

P = Z |aij|,i =1,2,3,...,n.
i#7; j=1

3. Main findings

Using the polar derivative of an algebraic polynomial, we prove a result.

n .
Theorem 3.1. Let p(z) := > ajz’,a, # 0 be a polynomial of degree n.
=0

Then all zeros of Dap(z) lie in

|Z’ <1l+ ma‘x(|<n—1|7 |<n—2|7 ’Cn—3|7 R Kl’) ’
where Gy = (AL E IS = 1,230 - 1

n .
Proof. Suppose P(z) := ) a;z’. Then by definition of polar derivative
§=0

Do P(2) = (naay + an—1)2" "1 + ((n — Daan_1 + 2a,_2)2" 2
(n —2)aa,_o + 3a,_3)2"2 4+ ... + (3aas + (n — 2)as)z
(2aas + (n — 1)ay)z + (ay + nag). (3.1)

+ 2
+
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Therefore the companion matrix of the (3.1) is

0 0 --- —ki/; T
10 --- %/?2
01 . g
C= ,
S
[0 0 o =t

where k; = (n — j)aan—; + (j + Dan—j—1, j = 1,2,3,...,n — 1 and
k, = naay, + an_1.

Applying Lemma 2.2 to the rows of C, it follows that all the charac-
teristic roots of C lie in the union of disks

1
< | —=
’Z‘ — kn )
kil .
2| <14 |—=|,7=2,3,...,n—2,
kn
knfl
< 1.
z+ | =
Thus all characteristic roots of lie in the union of disks
k.
|z <14 |-2|,5=1,2,3,...,n— 1.
kn

Since all these disks are contained in

|Z’ <1 +maX(|Cn—1|> |Cn—2|’ |Cn—3|7‘ s ’C1|)’

—Natn_j+G+Dan—j_1 - :
where ¢,—; = & g)a(;r;ag;-r(i:ﬂ)an =1 j =1,2,3,...,n — 1. This com-

pletes the proof of the Theorem 3.1. O

Dividing numerator and denominator by « and letting @ — oo on
right side of inequality in Theorem 3.1, we get a sharper result than
Cauchy [2]:

Corollary 3.2. Let p(z) := Y ajz?,a, # 0 be a polynomial of degree n.
=0
Then all zeros of Dap(z) lie in

|Z’ <l1 +ma‘x(|<n—1|7 |<n—2|7 ’Cn—3|7’ s ’Cﬂ)?

where Cn,j:%?_j,jzlﬂ,&...,n—l.
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Set @ = 0, Theorem 3.1 reduces to:

n .
Corollary 3.3. Let p(z) := ) a;2’ be a polynomial of degree n. Then
7=0

all zeros of Dop(z) lie in

|Z’ <1 +max(|€ﬂ—1|’ |Cn—2|7 |Cn—3|7‘ : '7K1|)7
where Gy = Uit G — 193 n—1.

Ifaj € R,Vj=0,1,2,...,n, Corollary 3.3 yields:

n .
Corollary 3.4. Let p(z) :== > ajz’ be a polynomial of degree n. Then
§=0
all zeros of Dop(z) lie in
‘Z‘ S 1 + max (Cﬂ—h C’n_27 Cn—37 s 7C1) Y

where Cp_j = YTn=izt 51 9.3 p_1,

an—1

Theorem 3.5. Let p(z) = anz™ + apz? + - + a1z + ag, an # 0,
0 < p < n—1 be a polynomial of degree n over C. Then for every
r € RT, all zeros of Dap(2), a # 0 lie in
1
pn—j—1J°

P

|z] <1+ max (T,Z
j=1

Proof. Suppose p(2) := apz"+apzP+- - -+a12t+ag, a, #0,0 <p <n-—1

be a polynomial of degree n over C. Then

na;—1 +jaaj — (] — 1)aj_1
naan,

Dap(2) = naa, 2" + paayzP + (nay + paa, — (p — 1)ay_1)2P
+ -+ (nay + 2aaz — 2a1)z + (nag + aay).

Then the companion matrix of D,p(2) is
[0 0 .0 —(naotaa;)

naany
—(nai1+2aa2—2a1)

i
—R3
1.0 -k

6 0 0 _(nap'i_po‘ap‘_(p—l)ap_l)

naay

0 0 ..1 0
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Consider a matrix
P = diag(r"_2,r”_3, sy 1),

where r € RT. Therefore

i I ]
00 .0 S
ro0 .0  —(nmtiase)

naa,r"—3

Plsp =

6 0 O _(nap"'po‘“p‘—(p—l)ap,l)

naa,r*—P—1

0 0 ..r 0

Apply Gershgorin Theorem (Lemma 2.2) to the columns of P~1SP, it
follows that all the eigenvalues of P~1SP lie in

P na;_1 + jaa; — (Jj— 1)aj_1
|z| <14 max T’,Z o
n

J=1

Tn_lj_1>- (3.2)

Since the matrix P~1SP is similar to the matrix S and the eigenvalues of
S are the zeros of D, P(z) lie in he circle defined in (3.2). This completes
the proof. O

Set r =1, Theorem 3.5 yields:

Corollary 3.6. Let p(z) := apz" + apzf + -+ + a1zt + ag, a, # 0,
0 <p<n-—1be a polynomial of degree n over C. Then all zeros of
Duyp(2), o # 0 lie in

P

|z] <1+ max <1,Z
j=1

Letting o — 0 on the right side of the inequality in Theorem 3.5 and

dividing the numerator and denominator by « yields:

naj_1 + joaj — (j— 1)aj_1
naay,

Corollary 3.7. Let p(z) := apz" + apz? + -+ + a1zt + ag, a, # 0,
0 <p < n—1 be a polynomial of degree n over C. Then for every
r € RY, all zeros of Dap(2), a # 0 lie in
1
pn—j—1 )"

P
|z] <1+ max <7",

Ja;
nan

J=1
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