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#### Abstract

The adjacency operator of a graph has a spectrum and a class of scalar-valued spectral measures which have been systematically analyzed; it also has a spectral multiplicity function which has been less studied. The first purpose of this article is to review some examples of infinite graphs for which the spectral multiplicity function of the adjacency operator has been determined. The second purpose of this article is to show explicit examples of infinite connected graphs which are cospectral, i.e., which have unitarily equivalent adjacency operators, and also explicit examples of infinite connected graphs which are uniquely determined by their spectrum.


## 1. Introduction

Let $G$ be a graph with vertex set $V$ and edge set $E$. Here graphs are without loops and multiple edges (except in Section 6), and $E$ is a set of unordered pairs of vertices. The degree $\operatorname{deg}(u)$ of a vertex $u \in V$ is

[^0]the number of edges incident to $u$. We assume below that $V$ is nonempty, countable (infinite or finite), and that $G$ is of bounded degree, i.e., that $\max _{u \in V} \operatorname{deg}(u)<\infty$. Let $\ell^{2}(V)$ denote the complex Hilbert space of functions $\xi: V \rightarrow \mathbf{C}$ such that $\sum_{u \in V}|\xi(u)|^{2}<\infty$. It has a canonical orthonormal basis $\left(\delta_{u}\right)_{u \in V}$; the value of $\delta_{u} \in \ell^{2}(V)$ is 1 at $u$ and 0 at other vertices. The adjacency operator of $G$ is the bounded self-adjoint linear operator $A_{G}$ on $\ell^{2}(V)$ defined by
$$
\left(A_{G} \xi\right)(u)=\sum_{v \in V,\{u, v\} \in E} \xi(v) \quad \text { for all } \xi \in \ell^{2}(V) \text { and } u \in V
$$

Adjacency operators appear in the theory of both finite graphs and infinite graphs. From the vast literature, we quote [16], [17], [7], [27], [11] for finite graphs, and [33], [36], [26], [37], [5], [24], [29] for infinite graphs.

As for any self-adjoint operator, the Hahn-Hellinger Multiplicity Theorem implies that $A_{G}$ is characterized up to unitary equivalence by three invariants (see Section 2):

- the spectrum $\Sigma\left(A_{G}\right)$, also called the spectrum of $G$, which is a nonempty compact subset of $\mathbf{R}$;
- a scalar-valued spectral measure $\mu_{G}$ which is a finite Borel measure on $\Sigma\left(A_{G}\right)$, well-defined up to equivalence, sometimes viewed as a measure on $\mathbf{R}$ with closed support $\Sigma\left(A_{G}\right)$;
- the spectral multiplicity function $\mathfrak{m}_{G}$, which is a measurable function from $\Sigma\left(A_{G}\right)$ to $\{1,2, \ldots, \infty\}$, well defined up to equality $\mu_{G}$-almost everywhere.

We define the marked spectrum of $G$ to be the triple

$$
\left(\Sigma\left(A_{G}\right),\left[\mu_{G}\right], \mathfrak{m}_{G}\right)
$$

where $\left[\mu_{G}\right]$ denotes the class of a spectral valued measure $\mu_{G}$. Two graphs are cospectral if they have the same marked spectrum. A graph $G$ is determined by its marked spectrum if any graph of bounded degree with the same marked spectrum is isomorphic to $G$.

Let $G=(V, E)$ be a graph which is finite, or more generally a graph such that $\ell^{2}(V)$ has an orthonormal basis of eigenvectors of $A_{G}$, for example the Cayley graph of a lamplighter group as in [30] and [6]. The scalar-valued spectral measures of $A_{G}$ are precisely the measures which charge every eigenvalue of $A_{G}$, so that the meaningful part of the marked
spectrum of $G$ reduces to the pair $\left(\Sigma\left(A_{G}\right), \mathfrak{m}_{G}\right)$. For such a graph, the spectral multiplicity functions can be defined as in finite graph theory: $\mathfrak{m}_{G}(x)=\operatorname{dim} \operatorname{ker}\left(x \mathrm{Id}-A_{G}\right)$ for all $x \in \Sigma\left(A_{G}\right)$. For more general graphs, see Definition 2.10.

For finite graphs, spectra and multiplicities of eigenvalues have been studied intensively. For infinite graphs, spectra of adjacency operators have attracted a lot of attention, but in contrast spectral measures a bit less, and spectral multiplicity functions even less (even if there are precise computations of multiplicities for some classes of graphs, for example for sparse trees [9]).

The first purpose of this article is to review a small number of examples of infinite connected graphs $G=(V, E)$ for which the spectral multiplicity function of $A_{G}$ has been determined. All this is well-known to experts, but we did not find good references in the literature. In Section 2, we review various kinds of multiplication operators, the Hahn-Hellinger Multiplicity Theorem, and the definition of the spectral multiplicity function for a bounded self-adjoint operator. In Propositions 3.1, 3.2, and 3.4, we show:

Proposition 1.1. The adjacency operator of the infinite ray $R$ has spectrum $[-2,2]$, scalar-valued spectral measure equivalent to Lebesgue measure, and uniform multiplicity one.

The adjacency operator of the infinite line $L$ has spectrum $[-2,2]$, scalar-valued spectral measure equivalent to Lebesgue measure, and uniform multiplicity two.

For $d \geq 2$, the adjacency operator of the lattice $L_{d}$ has spectrum $[-2 d, 2 d]$, scalar-valued spectral measure equivalent to Lebesgue measure, and infinite uniform multiplicity.

Section 4 is a study of spherically symmetric rooted trees. For the particular case of regular trees, we need in Section 5 to recall results on operators defined by infinite Jacobi matrices. In Propositions 4.7 and 5.3, we show:

Proposition 1.2. For $d \geq 2$, the adjacency operator of the infinite regular rooted tree $T_{d}^{\mathrm{root}}$ of branching degree $d$ has spectrum $[-2 \sqrt{d}, 2 \sqrt{2}]$, scalar-valued spectral measure equivalent to Lebesgue measure, and infinite uniform multiplicity.

For $d \geq 3$, the adjacency operator of the regular rooted tree $T_{d}$ of degree $d$ has spectrum $[-2 \sqrt{d-1}, 2 \sqrt{d-1}]$, scalar-valued spectral measure equivalent to Lebesgue measure, and infinite uniform multiplicity.

Examples of cospectral finite graphs date back to the very first papers in spectral graph theory. They include a pair of graphs with 5 vertices, a pair of connected graphs with 6 vertices, a pair of trees with 8 vertices (already in [16]), and pairs of regular connected graphs with 10 vertices; for these and much more, see [11] and [31]. It is striking that examples of cospectral pairs appear that early in spectral graph theory. In contrast, the study of the spectrum of the Laplacian of geometric objects like bounded open domains in Euclidean spaces goes back to [46], and the question of existence of cospectral plane domains (rather called isospectral plane domains) was open for a long time, indeed from before [32], until the discovery of explicit examples of cospectral plane domains [28].

The second purpose of this article is to show explicit examples of cospectral infinite connected graphs. To our knowledge, such examples do not appear explicitly in the literature. As an immediate consequence of the two previous propositions, we have Corollaries 4.8 and 5.4:

Corollary 1.3. For any integer $d \geq 2$, the graphs $L_{d}$, $T_{d^{2}}^{\text {rot }}$ and $T_{d^{2}+1}$ are cospectral.

Note that $L_{d}$ and $T_{d^{2}+1}$ are Cayley graphs. Further examples of multiplets of cospectral spherically symmetric rooted trees are shown in Example 4.9. The final Section 6 is a very short account of an uncountable family of cospectral Schreier graphs, from [29].

Our third purpose is to show examples of graphs determined by their spectra. There are well-known finite graphs determined by their spectra: finite paths, cycles, complete graphs $K_{n}$, complete bipartite graphs $K_{n, n}$, triangular graphs $T(n)$ with $n \neq 8$; to cite but a few. For some experts "it seems more likely that almost all graphs are determined by their spectrum, than that almost all graphs are not"; see [11, Chapter 14, and in particular Section 14.4]. Some finite graphs are determined by their spectra among connected graphs, but not among all finite graphs; this is the case for finite graphs $G$ with $\left\|A_{G}\right\| \leq 2$ [18]. For infinite graphs, we have Propositions 3.8 and 3.9:

Proposition 1.4. The infinite graph $R$ is determined by its marked spectrum.

Each of the following three graphs is determined by its marked spectrum among connected graphs of bounded degree: $R$, the graph $D_{\infty}$ of Proposition 3.7, and the infinite line $L$.

## 2. Spectral measures and the Hahn-Hellinger Multiplicity Theorem

This section is a reminder on various notions of spectral measures and on the theorem of the title, which is due to E. Hellinger in 1907 and H. Hahn in 1912; references to the original papers can be found in [23, Section X.6, p. 928]. All Hilbert spaces which appear here are complex, and separable whenever needed. The scalar product of two vectors $\xi, \eta$ in a Hilbert space $\mathcal{H}$ is denoted by $\langle\xi \mid \eta\rangle$; it is linear in $\xi$ and antilinear in $\eta$. We use the following notation: $\mathbf{N}=\{0,1,2, \ldots$,$\} and \overline{\mathbf{N}^{*}}=\{1,2, \ldots, \infty\}$.

## 2.A. Spectrum, spectral measures, and dominant vectors

Let $\mathcal{H}$ be a Hilbert space, $\mathcal{L}(\mathcal{H})$ the algebra of bounded linear operators on $\mathcal{H}$, and $X \in \mathcal{L}(\mathcal{H})$. The spectrum of $X$ is the set $\Sigma(X)$ of $\lambda \in \mathbf{C}$ such that $\lambda \mathrm{Id}-X$ is not invertible in $\mathcal{L}(\mathcal{H})$. It is a compact subset of $\mathbf{C}$, and a non-empty one unless $\mathcal{H}=\{0\}$. Assume from now on that $X$ is self-adjoint, so that $\Sigma(X)$ is a compact subset of $\mathbf{R}$. Denote by $\mathcal{B}_{\Sigma(X)}$ the $\sigma$-algebra of Borel subsets of $\Sigma(X)$. By the spectral theorem, there exists a projection-valued spectral measure $E_{X}: \mathcal{B}_{\Sigma(X)} \rightarrow \operatorname{Proj}(\mathcal{H})$ such that $X=\int_{\Sigma(X)} x d E_{X}(x)$. A vector $\xi \in \mathcal{H}$ determines a local spectral measure at $\xi$ on $\Sigma(X)$, denoted by $\mu_{\xi}$, defined by $\mu_{\xi}(B)=$ $\left\langle E_{X}(B) \xi \mid \xi\right\rangle$ for all $B \in \mathcal{B}_{\Sigma(X)}$; then $\langle X \xi \mid \xi\rangle=\int_{\Sigma(X)} x d \mu_{\xi}(x)$. A vector $\xi$ is dominant for $X$ if $\mu_{\eta}$ is absolutely continuous with respect to $\mu_{\xi}$ for all $\eta \in \mathcal{H}$. ("Dominant vector" is the terminology of [44, p. 306]; the terminology of [8, p. 446] is "vector of maximal type", and that of [20] is "separating vector" for the $\mathrm{W}^{*}$-algebra generated by $X$ ). A scalarvalued spectral measure for $X$ is a measure on $\Sigma(X)$ of the form $\mu_{\xi}$, for $\xi$ dominant. Two scalar-valued spectral measures for $X$ are equivalent, i.e., are absolutely continuous with respect to each other. A vector $\xi \in \mathcal{H}$ is cyclic for $X$ if the closed linear span of $\left\{X^{n} \xi\right\}_{n \in \mathbf{N}}$ is the whole of $\mathcal{H}$.

We denote by $\mathcal{B}(\Sigma(X))$ the algebra of bounded Borel-measurable functions on $\Sigma(X)$. For $f$ in this algebra, the operator $f(X)$ is defined by Borel functional calculus.

Proposition 2.1 (existence and characterizations of dominant vectors for self-adjoint operators). Let $X$ be a bounded self-adjoint operator on a separable Hilbert space $\mathcal{H}$. Let $\mathcal{B}(\Sigma(X))$ and $E_{X}$ be as above.
(1) There exist dominant vectors for $X$. More precisely, for any $\eta \in \mathcal{H}$, there exists a dominant vector $\xi$ for $X$ such that $\eta$ is in the closed linear span of $\left\{X^{n} \xi\right\}_{n \in \mathbf{N}}$.
(2) $A$ vector $\xi \in \mathcal{H}$ is dominant for $X$ if and only if, for any $f \in \mathcal{B}(\Sigma(X))$, the equality $f(X) \xi=0$ implies $f(X)=0$.
(3) A vector $\xi \in \mathcal{H}$ is dominant for $X$ if and only if, for any Borel subset $B$ of $\Sigma(X)$, the equality $\mu_{\xi}(B)=0$ is equivalent to the equality $E_{X}(B)=0$.
(4) Cyclic vectors for $X$ are dominant vectors for $X$.
(5) If $X$ has at least one cyclic vector, dominant vectors for $X$ are cyclic vectors for $X$.

Let $\left(\varepsilon_{j}\right)_{j \geq 1}$ be an orthonormal basis of $\mathcal{H}$. For $j \geq 1$, let $\mu_{j}$ denote the local spectral measure at $\varepsilon_{j}$.
(6) If $\xi \in \mathcal{H}$ is such that the local spectral measure $\mu_{\xi}$ dominates $\mu_{j}$ for all $j \geq 1$, then $\xi$ is a dominant vector.

References for the proof. For (1) and (2), see [44, Lemma 5.4.7 and Problem 3 of $\S$ 5.4.]. For (3), see [15, Theorem IX.8.9]. For (4), let $\xi \in \mathcal{H}$ and $f \in \mathcal{B}(\Sigma(X))$ be such that $f(X) \xi=0$; then $f(X) X^{n} \xi=X^{n} f(X) \xi=0$ for all $n \geq 0$, hence $f(X) \eta=0$ for all $\eta$ in the closed convex hull of $\left\{X^{n} \xi\right\}_{n \in \mathbf{N}}$; if $\xi$ is cyclic then $f(X) \eta=0$ for all $\eta \in \mathcal{H}$, hence $f(X)=0$, and therefore $\xi$ is dominant. We leave the proofs of (5) and (6) to the reader; alternatively, see [14, Proposition 2.2 and Corollary 2.5].

The marked spectrum of a scalar multiple of a bounded self-adjoint operator can easily be written in terms of the marked spectrum of the original operator. For future reference, we make this precise in the following proposition, which is an immediate consequence of the definitions.

Proposition 2.2. Let $\mathcal{H}$ be a separable Hilbert space, $X$ a bounded selfadjoint operator on $\mathcal{H}$, and $\xi \in \mathcal{H}$. Let $k>0$ be a positive real number and let $Y=k X$. Denote by $\mu_{\xi}^{X}$ the local spectral measure of $X$ at $\xi$ and by $\mu_{\xi}^{Y}$ the local spectral measure of $Y$ at $\xi$. Let $[m, M]$ be the convex hull of the spectrum of $X$. Assume that $\mu_{\xi}^{X}$ is of the form $\rho_{\xi}^{X} \lambda$, where $\rho_{\xi}^{X}$ is a function in $L^{1}([m, M], \lambda)$ with values in $\mathbf{R}_{+}$and where $\lambda$ denotes the Lebesgue measure on $[m, M]$. Then:
(1) $\|Y\|=k\|X\|$;
(2) $\Sigma(Y)=k \Sigma(X)$;
(3) $\mu_{\xi}^{Y}=\rho_{\xi}^{Y} \lambda$ where $\rho_{\xi}^{Y}(x)=k^{-1} \rho_{\xi}^{X}(x / k)$ for all $x \in[k m, k M]$.

For our analysis of lattice graphs $L_{d}$ in Section 3, we will need the following facts on local spectral measures of some operators defined on tensor products. Let $\mathcal{H}_{1}, \mathcal{H}_{2}$ be two separable Hilbert spaces. For $j \in\{1,2\}$, let $X_{j}$ be a bounded self-adjoint operator on $\mathcal{H}_{j}$; choose a vector $\xi_{j}$ in $\mathcal{H}_{j}$, and let $\mu_{j}$ be the local spectral measure of $X_{j}$ at $\xi_{j}$; we view $\mu_{j}$ as a finite measure on $\mathbf{R}$ with closed support contained in $\Sigma\left(X_{j}\right)$. Let $\mathrm{Id}_{j}$ denote the identity operator on $\mathcal{H}_{j}$. Let $\mathcal{H}$ be the Hilbert space tensor product $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ and let $X \in \mathcal{L}(\mathcal{H})$ be the operator $X_{1} \otimes \mathrm{Id}_{2}+\mathrm{Id}_{1} \otimes X_{2}$. It is well-known that the operator $X$ is bounded, self-adjoint, of norm $\|X\|=\left\|X_{1}\right\|+\left\|X_{2}\right\|$, and of spectrum

$$
\Sigma(X)=\left\{z \in \mathbf{R}: z=x+y \text { for some } x \in \Sigma\left(X_{1}\right) \text { and } y \in \Sigma\left(X_{2}\right)\right\}
$$

(see [13] or [43]). Let $\xi=\xi_{1} \otimes \xi_{2} \in \mathcal{H}$ and let $\mu$ be the local spectral measure of $X$ at $\xi$.

Proposition 2.3. Let $X_{1}$ be a self-adjoint operator on $\mathcal{H}_{1}$ and $X_{2}$ a self-adjoint operator on $\mathcal{H}_{2}$; let $\xi_{1}, \xi_{2}, \mu_{1}, \mu_{2}, X=X_{1} \otimes \operatorname{Id}_{2}+\operatorname{Id}_{1} \otimes X_{2}$, $\xi=\xi_{1} \otimes \xi_{2}$, and $\mu$ be as above.

Then $\mu$ is the convolution product $\mu_{1} * \mu_{2}$.
Proof. Recall that the convolution of two finite measure $\nu_{1}, \nu_{2}$ on $\mathbf{R}$ is the direct image of the measure $\nu_{1} \otimes \nu_{2}$ on $\mathbf{R}^{2}$ by the $\operatorname{map} \mathbf{R}^{2} \rightarrow \mathbf{R}, \quad(x, y) \mapsto$ $x+y$. We have

$$
\int_{\mathbf{R}} f(z) d\left(\nu_{1} * \nu_{2}\right)(z)=\int_{\mathbf{R}} \int_{\mathbf{R}} f(x+y) d \nu_{1}(x) d \nu_{2}(y)
$$

for any continuous function $f: \mathbf{R} \rightarrow \mathbf{C}$ which tends to zero at infinity; when $\nu_{1}$ and $\nu_{2}$ are measures with compact support, this holds more generally for any continuous function $f: \mathbf{R} \rightarrow \mathbf{C}$. See [42, Chapter 7, Exercise 5].

For the next computation, observe that the operators $X_{1} \otimes \mathrm{Id}_{2}$ and $\operatorname{Id}_{1} \otimes X_{2}$ commute, and that $\left(X_{1} \otimes \operatorname{Id}_{2}\right)^{j}\left(\operatorname{Id}_{1} \otimes X_{2}\right)^{k}=X_{1}^{j} \otimes X_{2}^{k}$ for all
$j, k \geq 0$. For all $n \in \mathbf{N}$, we have

$$
\begin{aligned}
\int_{\Sigma(X)} z^{n} d \mu(z) & =\left\langle\left(X_{1} \otimes \operatorname{Id}_{2}+\operatorname{Id}_{1} \otimes X_{2}\right)^{n}\left(\xi_{1} \otimes \xi_{2}\right) \mid \xi_{1} \otimes \xi_{2}\right\rangle \\
& =\left\langle\left.\sum_{j=0}^{n}\binom{n}{j}\left(X_{1}^{j} \otimes X_{2}^{n-j}\right)\left(\xi_{1} \otimes \xi_{2}\right) \right\rvert\, \xi_{1} \otimes \xi_{2}\right\rangle \\
& =\sum_{j=0}^{n}\binom{n}{j}\left\langle X_{1}^{j} \xi_{1} \mid \xi_{1}\right\rangle\left\langle X_{2}^{n-j} \xi_{2} \mid \xi_{2}\right\rangle
\end{aligned}
$$

hence

$$
\begin{aligned}
\int_{\Sigma(X)} z^{n} d \mu(z) & =\sum_{j=0}^{n}\binom{n}{j} \int_{\Sigma\left(X_{1}\right)} x^{j} d \mu_{1}(x) \int_{\Sigma\left(X_{2}\right)} y^{n-j} d \mu_{2}(y) \\
& =\int_{\Sigma\left(X_{1}\right)} \int_{\Sigma\left(X_{2}\right)}\left(\sum_{j=0}^{n}\binom{n}{j} x^{j} y^{n-j}\right) d \mu_{1}(x) d \mu_{2}(y) \\
& =\int_{\Sigma\left(X_{1}\right)} \int_{\Sigma\left(X_{2}\right)}(x+y)^{n} d \mu_{1}(x) d \mu_{2}(y) \\
& =\int_{\Sigma(X)} z^{n} d\left(\mu_{1} * \mu_{2}\right)(z)
\end{aligned}
$$

This shows that the moments of $\mu$ are the same as the moments of $\mu_{1} * \mu_{2}$. Since $\mu$ and $\mu_{1} * \mu_{2}$ are measures with compact support, it follows that $\mu=\mu_{1} * \mu_{2}$.

Remark 2.4. For each positive integer $d$, there is a similar fact which holds for operators of the form
$X=X_{1} \otimes \mathrm{Id}_{2} \otimes \cdots \otimes \mathrm{Id}_{\mathrm{d}}+\mathrm{Id}_{1} \otimes X_{2} \otimes \cdots \otimes \mathrm{Id}_{\mathrm{d}}+\cdots+\mathrm{Id}_{1} \otimes \mathrm{Id}_{2} \otimes \cdots \otimes X_{d}$ which have spectral measures of the form $\mu=\mu_{1} * \mu_{2} * \cdots * \mu_{d}$.

## 2.B. Multiplication operators

We recall successively the definition of the Hilbert space $L^{2}(\Sigma, \mu, \mathfrak{m})$, some facts on functions $\varphi \in L^{\infty}(\Sigma, \mu)$, and on multiplications operators $M_{\Sigma, \mu, \mathfrak{m}, \varphi}$.

Let $\Sigma$ be a non-empty metrizable compact space. Let $\mathcal{B}_{\Sigma}$ the $\sigma$-algebra of Borel subsets of $\Sigma$, and $\mu$ a finite positive measure on $\left(\Sigma, \mathcal{B}_{\Sigma}\right)$.

Let $\mathfrak{m}: \Sigma \rightarrow \overline{\mathbf{N}^{*}}$ be a measurable function. Denote by $\ell_{\infty}^{2}$ the Hilbert space of square summable sequences $\left(z_{j}\right)_{j \geq 1}$ of complex numbers and, for each $n \geq 1$, by $\ell_{n}^{2}$ the subspace of sequences such that $z_{j}=0$ for all $j \geq n+1$. Let $L^{2}(\Sigma, \mu, \mathfrak{m})$ be the separable Hilbert space of measurable functions $\xi: \Sigma \rightarrow \ell_{\infty}^{2}$ such that $\xi(x) \in \ell_{\mathfrak{m}(x)}^{2}$ for all $x \in \Sigma$ and $\int_{\Sigma}\|\xi(x)\|_{\ell_{\infty}^{2}}^{2} d \mu(x)<\infty$. In more sophisticated terms, $L^{2}(\Sigma, \mu, \mathfrak{m})$ is the Hilbert space of square summable vector fields of the $\mu$-measurable field of Hilbert spaces $\left(\mathcal{H}_{x}\right)_{x \in \Sigma}$, where $\mathcal{H}_{x}=\ell_{m(x)}^{2}$ for all $x \in \Sigma$. The space $L^{2}(\Sigma, \mu, \mathfrak{m})$ can also be seen as a Hilbert direct sum

$$
\bigoplus_{n \in \overline{\mathbf{N}^{*}}} L^{2}\left(\Sigma_{n}, \mu_{n}, \ell_{n}^{2}\right)
$$

where $\Sigma_{n}=\mathfrak{m}^{-1}(n)$, the measure $\mu_{n}$ is defined by $\mu_{n}(B)=\mu\left(B \cap \Sigma_{n}\right)$ for all Borel sets $B \in \mathcal{B}_{\Sigma}$, and $L^{2}\left(\Sigma_{n}, \mu_{n}, \ell_{n}^{2}\right)$ is the Hilbert space of square-summable $\ell_{n}^{2}$-valued functions on $\left(\Sigma_{n}, \mu_{n}\right)$. Note that $\Sigma_{n}=\emptyset$ when $\mathfrak{m}(x) \neq n$ for all $x \in \Sigma$, and more generally that $\mu_{n}=0$ and $L^{2}\left(\Sigma_{n}, \mu_{n}, \ell_{n}^{2}\right)=\{0\}$ when $\mathfrak{m}(x) \neq n$ for $\mu$-almost all $x \in \Sigma$. Note also that $\mu_{n}$ can be seen either as a measure on $\Sigma_{n}$, or as a measure on $\Sigma$ such that $\mu_{n}\left(\Sigma \backslash \Sigma_{n}\right)=0$; in the latter case, the measures $\mu_{n}$ 's are pairwise singular with each other.

Let $\varphi: \Sigma \rightarrow \mathbf{R}$ be a measurable complex-valued function on $\Sigma$. The essential supremum of $\varphi$ is the infimum $\|\varphi\|_{\infty}$ of the numbers $c \geq 0$ such that $\mu(\{x \in \Sigma:|\varphi(x)|>c\})=0$. We assume from now on that $\varphi$ is essentially bounded, i.e., that $\|\varphi\|_{\infty}<\infty$. The essential range of $\varphi$ is the set $R_{\varphi}$ of complex numbers $z$ such that $\mu(\{x \in \Sigma:|\varphi(x)-z|<$ $\varepsilon\})>0$ for all $\varepsilon>0$; we have $\|\varphi\|_{\infty}=\sup \left\{|z|: z \in R_{\varphi}\right\}$. In other words, $R_{\varphi}$ is the closed support of the measure $\varphi_{*}(\mu)$ on $\mathbf{C}$, the push forward of $\mu$ by $\varphi$, and therefore $R_{\varphi}$ is a closed subset of $\mathbf{C}$, indeed a compact subset of $\mathbf{C}$ since $\varphi$ is essentially bounded. Below, $\|\varphi\|_{\infty}$ and $R_{\varphi}$ will be the norm and the spectrum of a multiplication operator.

For $z \in \mathbf{C}$ and $\varepsilon>0$, let $D_{\varepsilon}(z)$ denote the closed disc $\{w \in \mathbf{C}$ : $|w-z| \leq \varepsilon\}$. Note that $\mu\left(\varphi^{-1}\left(D_{\varepsilon}(z)\right)\right)>0$ for all $\varepsilon>0$ when $z \in R_{\varphi}$. For $z \in R_{\varphi}$, the essential pre-image $\varphi_{\mu}^{-1}(z)$ is defined as the set of those $x \in \Sigma$ for which, for every neighborhood $V$ of $x$ in $\Sigma$, we have

$$
\liminf _{\varepsilon \rightarrow 0} \frac{\mu\left(V \cap \varphi^{-1}\left(D_{\varepsilon}(z)\right)\right)}{\mu\left(\varphi^{-1}\left(D_{\varepsilon}(z)\right)\right)}>0
$$

For $z \in \mathbf{C} \backslash R_{\varphi}$, set $\varphi_{\mu}^{-1}(z)=\emptyset$. When $\varphi$ is continuous, $\varphi_{\mu}^{-1}(z)$ is contained in $\varphi^{-1}(z)$ [2, Theorem 6]; equality need not hold [2, p. 853-854].

Below, the cardinalities of the essential pre-images of $\varphi$ will be the values of the spectral multiplicity function of a multiplication operator.

Let $\varphi, \varphi^{\prime}: \Sigma \rightarrow \mathbf{C}$ be two measurable functions which are equal $\mu$-almost every where; then the norms $\|\varphi\|_{\infty},\left\|\varphi^{\prime}\right\|_{\infty}$ are equal, $\varphi, \varphi^{\prime}$ have the same essential range, and $\varphi, \varphi^{\prime}$ have the same essential preimages. From now on, we consider such functions as being equal, and write (abusively) "function" for "equivalence class of functions modulo equality $\mu$-almost everywhere". The space $L^{\infty}(X, \mu)$ of essentially bounded complex-valued functions on $(\Sigma, \mu)$ is a Banach space for the norm $\|\cdot\|_{\infty}$. It is the dual of $L^{1}(X, \mu)$, hence it can be considered with both its norm topology and its $\mathrm{w}^{*}$-topology (see for example [22, Theorem 1.45]).

Suppose that $\Sigma$ is a nonempty compact subset of the real line. Denote by $\mathcal{C}(\Sigma)$ the algebra of continuous functions on $\Sigma$, with the sup-norm, and by $\mathcal{P}(\Sigma)$ the subalgebra of functions which are restrictions to $\Sigma$ of polynomial functions on $\mathbf{R}$. Then $\mathcal{P}(\Sigma)$ is dense in $\mathcal{C}(\Sigma)$, by the Stone-Weierstrass theorem, and the natural image of $\mathcal{C}(\Sigma)$ in $L^{\infty}(\Sigma, \mu)$ is $\mathrm{w}^{*}$-dense, see [22, Corollary 4.53]. It follows that $\mathcal{P}(\Sigma)$ is $\mathrm{w}^{*}$-dense in $L^{\infty}(\Sigma, \mu)$.

Definition 2.5. Let $\Sigma, \mu, \mathfrak{m}$ and $\varphi$ be as above. The multiplication operator $M_{\Sigma, \mu, \mathfrak{m}, \varphi}$ is the operator defined on the space $L^{2}(\Sigma, \mu, \mathfrak{m})$ by

$$
\left(M_{\Sigma, \mu, \mathfrak{m}, \varphi} \xi\right)(x)=\varphi(x) \xi(x) \quad \text { for all } \xi \in L^{2}(\Sigma, \mu, \mathfrak{m}) \text { and } x \in \Sigma
$$

When $\mathfrak{m}$ is the constant function of value 1 , we write $M_{\Sigma, \mu, \varphi}$ instead of $M_{\Sigma, \mu, \mathfrak{m}, \varphi}$.

A straight multiplication operator $M_{\Sigma, \mu, \mathfrak{m}}$ is an operator of this type in the particular case of a compact subset $\Sigma$ of the real line and of the function $\varphi$ given by the inclusion $\Sigma \subset \mathbf{R}$, so that $\left(M_{\Sigma, \mu, \mathfrak{m}}\right)(x)=x \xi(x)$ for all $\xi \in L^{2}(\Sigma, \mu, \mathfrak{m})$ and $x \in \Sigma$.

Proposition 2.6. Let $\Sigma, \mu, \mathfrak{m}: \Sigma \rightarrow \overline{\mathbf{N}^{*}}, L^{2}(\Sigma, \mu, \mathfrak{m}), \varphi \in L^{\infty}(\Sigma, \mu)$ be as above, and $M_{\Sigma, \mu, \mathfrak{m}, \varphi}$ the corresponding multiplication operator, as in Definition 2.5. Suppose now that $\varphi$ is a real-valued function.
(1) $M_{\Sigma, \mu, \mathfrak{m}, \varphi}$ is a bounded self-adjoint operator, $\left\|M_{\Sigma, \mu, \mathfrak{m}, \varphi}\right\|=\|\varphi\|_{\infty}$.
(2) The spectrum of $M_{\Sigma, \mu, \mathfrak{m}, \varphi}$ is the essential range $R_{\varphi}$ of $\varphi$, and $\lambda \in \mathbf{R}$ is an eigenvalue of $M_{\Sigma, \mu, \mathfrak{m}, \varphi}$ if and only if $\mu(\{x \in \Sigma: \varphi(x)=\lambda\})>0$.
(3) The spectral measure $E_{M_{\Sigma, \mu, \mathbf{m}, \varphi}}$ is given by

$$
E_{M_{\Sigma, \mu, \mathfrak{m}, \varphi}}(B)=M_{\Sigma, \mu, \mathfrak{m}, \chi_{\varphi}-1}(B)
$$

for any Borel subset B of $R_{\varphi}$, where $\chi_{\varphi^{-1}(B)}$ stands for the characteristic function of the inverse image of $B$ by $\varphi$.
(4) The measure $\mu$ is a scalar-valued spectral measure for $M_{\Sigma, \mu, \mathbf{m}, \varphi}$.

Suppose that, in particular, $\Sigma \subset \mathbf{R}$ and that $\varphi$ is given by the inclusion $\Sigma \subset \mathbf{R}$; let $M_{\Sigma, \mu, \mathrm{m}}$ be the corresponding straight multiplication operator, as in Definition 2.5. Let $\Sigma_{\mu}$ denote the closed support of $\mu$.
$\left\|M_{\Sigma, \mu, \mathfrak{m}}\right\|=\sup \left\{|x|: x \in \Sigma_{\mu}\right\}$.
(6) The spectrum of $M_{\Sigma, \mu, \mathfrak{m}}$ is $\Sigma_{\mu}$.
(7) $E_{M_{\Sigma, \mu, \mathbf{m}}}(B)=M_{\Sigma, \mu, \mathbf{m}, \chi_{B}}$ for any Borel subset B of $\Sigma_{\mu}$.
(8) $\mu$ is a scalar-valued spectral measure for $M_{\Sigma, \mu, \mathfrak{m}}$.

Suppose moreover that $\mathfrak{m}=\mathbf{1}_{\Sigma}$ is the constant function of value 1 , so that the operator $M=M_{\Sigma, \mu, 1_{\Sigma}}$ acts on $L^{2}(\Sigma, \mu)$.
(9) For $\xi \in L^{2}(\Sigma, \mu)$, the following conditions are equivalent:
(i) $\xi$ is cyclic for $M$;
(ii) $\xi$ is dominant for $M$;
(iii) $\mu(\{x \in \Sigma: \xi(x)=0\})=0$.
(10) In particular, the function on $\Sigma$ of constant value 1 is a cyclic vector for $M$.

On the proof. Let $\mathfrak{m}_{\mu}$ denote the restriction of the function $\mathfrak{m}$ to $\Sigma_{\mu}$. The spaces $L^{2}(\Sigma, \mu, \mathfrak{m})$ and $L^{2}\left(\Sigma_{\mu}, \mu, \mathfrak{m}_{\mu}\right)$ are canonically isomorphic, and $M$ can be seen as an operator on $L^{2}\left(\Sigma_{\mu}, \mu, \mathfrak{m}_{\mu}\right)$. It follows that we can assume without loss of generality that $\Sigma=\Sigma_{\mu}$, namely that the closed support of $\mu$ is the whole of $\Sigma$.

The arguments to prove Claims (1) to (4) are standard; see for example Sections 4.20 to 4.28 in [22], or any of [1, 2, 34].

Let $\xi \in L^{2}(\Sigma, \mu)$. Suppose first that the condition $\mu(\{x \in \Sigma: \xi(x)=$ $0\})=0$ of (9) (iii) is satisfied. Let $\eta \in L^{2}(\Sigma, \mu)$ be orthogonal to $M^{n} \xi$ for all $n \in \mathbf{N}$; we are going to show that $\eta=0$. Note that the product $\xi \bar{\eta}$ is in the weak ${ }^{*}$ dual $L^{1}(\Sigma, \mu)$ of $L^{\infty}(\Sigma, \mu)$, because $\xi$ and $\eta$ are in $L^{2}(\Sigma, \mu)$. Since $\left\langle M^{n} \xi \mid \eta\right\rangle=\int_{\Sigma} x^{n} \xi(x) \overline{\eta(x)} \mu(x)=0$ for all $n \in \mathbf{N}$, we have

$$
\int_{\Sigma} f(x) \xi(x) \overline{\eta(x)} d \mu(x)=0
$$

for all $f \in \mathcal{P}(\Sigma)$, and therefore also for all $f \in L^{\infty}(\Sigma, \mu)$ because $\mathcal{P}(\Sigma)$ is $\mathrm{w}^{*}$-dense in $L^{\infty}(\Sigma, \mu)$. This implies that $\xi \bar{\eta}=0$ in $L^{1}(\Sigma, \mu)$, hence that $\xi(x) \eta(x)=0$ for $\mu$-almost all $x \in \Sigma$, hence by hypothesis on $\xi$ that $\eta(x)=0$ for $\mu$-almost all $x \in \Sigma$, hence that $\eta=0$. It follows that $\xi$ is cyclic for $M$.

This shows (10) because the condition of (9) (iii) is clearly satisfied for $\xi$ the constant function of value 1. Moreover, a vector in $L^{2}(\Sigma, \mu)$ is cyclic for $M$ if and only if it is dominant for $M$, by Proposition 2.1.

Suppose now on the contrary that $\xi \in L^{2}(\Sigma, \mu)$ is such that $\mu(\{x \in$ $\Sigma: \xi(x)=0\})>0$. Define a Borel function $\chi: \Sigma \rightarrow \mathbf{C}$ by $\chi(x)=1$ when $x$ is such that $\xi(x) \neq 0$ and $\chi(x)=0$ otherwise. Then $\chi(M) \neq 0$ and $\chi(M) \xi=0$. It follows that $\xi$ is not dominant for $M$.

This concludes the proof of (9).
An operator $X_{1}$ on a Hilbert space $\mathcal{H}_{1}$ and an operator $X_{2}$ on a Hilbert space $\mathcal{H}_{2}$ are unitarily equivalent if there exists a unitary operator (= a surjective isometry) $U: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$ such that $X_{2}=U X_{1} U^{*}$.

If $X_{1} \in \mathcal{L}\left(\mathcal{H}_{1}\right)$ and $X_{2} \in \mathcal{L}\left(\mathcal{H}_{2}\right)$ are two self-adjoint operators which are unitarily equivalent, their spectra coincide, $\Sigma\left(X_{1}\right)=\Sigma\left(X_{2}\right)$, and their scalar-valued spectral measures are the same.

Example 2.7 (unitarily equivalent pairs of multiplication operators). Let $\left[a_{1}, b_{1}\right],\left[a_{2}, b_{2}\right]$ be two intervals of the real line, with $-\infty<$ $a_{1}<b_{1}<\infty$ and $-\infty<a_{2}<b_{2}<\infty$. We consider the Hilbert spaces $L^{2}\left(\left[a_{1}, b_{1}\right], \lambda\right)$ and $L^{2}\left(\left[a_{2}, b_{2}\right], \lambda\right)$, where $\lambda$ is the Lebesgue measure. Let

$$
\varphi_{2}:\left[a_{2}, b_{2}\right] \xrightarrow{\approx}\left[a_{1}, b_{1}\right]
$$

be a function of class $\mathcal{C}^{1}$, injective, mapping $\left[a_{2}, b_{2}\right]$ onto $\left[a_{1}, b_{1}\right]$, and such that $\left|\varphi_{2}^{\prime}(x)\right|>0$ for all $\left.x \in\right] a_{2}, b_{2}\left[\right.$. Define an operator $M_{1}=M_{\left[a_{1}, b_{1}\right], \lambda, \mathbf{1}}$ on $L^{2}\left(\left[a_{1}, b_{1}\right], \lambda\right)$ by

$$
\left(M_{1} \xi_{1}\right)(x)=x \xi_{1}(x) \quad \text { for all } \xi_{1} \in L^{2}\left(\left[a_{1}, b_{1}\right]\right) \text { and } x \in\left[a_{1}, b_{1}\right]
$$

and an operator $M_{2}=M_{\left[a_{2}, b_{2}\right], \lambda, \mathbf{1}, \varphi_{2}}$ on $L^{2}\left(\left[a_{2}, b_{2}\right], \lambda\right)$ by

$$
\left(M_{2} \xi_{2}\right)(x)=\varphi_{2}(x) \xi_{2}(x) \quad \text { for all } \xi_{2} \in L^{2}\left(\left[a_{2}, b_{2}\right]\right) \text { and } x \in\left[a_{2}, b_{2}\right]
$$

Then $M_{1}$ and $M_{2}$ are unitarily equivalent.
Proof. Let $U: L^{2}\left(\left[a_{1}, b_{1}\right], \lambda\right) \rightarrow L^{2}\left(\left[a_{2}, b_{2}\right], \lambda\right)$ be the operator defined by

$$
\left(U \xi_{1}\right)(x)=\sqrt{\left|\varphi_{2}^{\prime}(x)\right|} \xi_{1}\left(\varphi_{2}(x)\right)
$$

for all $\xi_{1} \in L^{2}\left(\left[a_{1}, b_{1}\right], \lambda\right)$ and $x \in\left[a_{2}, b_{2}\right]$. Then $U$ is unitary. Indeed, for $\xi_{1} \in L^{2}\left(\left[a_{1}, b_{1}\right], \lambda\right)$ and $\xi_{2} \in L^{2}\left(\left[a_{2}, b_{2}\right], \lambda\right)$, we have

$$
\begin{aligned}
\left\|U \xi_{1}\right\|^{2} & =\int_{a_{2}}^{b_{2}}\left|\left(U \xi_{1}\right)(x)\right|^{2} d x=\int_{a_{2}}^{b_{2}}\left|\xi_{1}\left(\varphi_{2}(x)\right)\right|^{2}\left|\varphi_{2}^{\prime}(x)\right| d x \\
& =\int_{a_{1}}^{b_{1}}\left|\xi_{1}(y)\right|^{2} d y=\left\|\xi_{1}\right\|^{2}
\end{aligned}
$$

and similarly $\left\|U^{-1} \xi_{2}\right\|^{2}=\left\|\xi_{2}\right\|^{2}$.
For $\xi_{1} \in L^{2}\left(\left[a_{1}, b_{1}\right], \lambda\right)$, we have

$$
\begin{aligned}
\left(M_{2} U \xi_{1}\right)(x) & =\varphi_{2}(x)\left(\sqrt{\left|\varphi_{2}^{\prime}(x)\right|} \xi_{1}\left(\varphi_{2}(x)\right)\right) \\
& =\sqrt{\left|\varphi_{2}^{\prime}(x)\right|}\left(\varphi_{2}(x) \xi_{1}\left(\varphi_{2}(x)\right)\right) \\
& =\sqrt{\left|\varphi_{2}^{\prime}(x)\right|}\left(M_{1} \xi_{1}\right)\left(\varphi_{2}(x)\right)=\left(U M_{1} \xi_{1}\right)(x)
\end{aligned}
$$

It follows that $M_{2} U=U M_{1}$, and this ends the proof.
Here are two particular cases; this will be useful in the proof of Proposition 3.2.

Example 2.8. (1) Let $\left[a_{1}, b_{1}\right]=\left[a_{2}, b_{2}\right]=[0,1]$ and $\varphi_{2}(x)=x^{\alpha}$ for some $\alpha \in \mathbf{R}, \alpha>0$. The operator $M_{1}$ of multiplication by $x$ and the operator $M_{\alpha}$ of multiplication by $x^{\alpha}$ on $L^{2}([0,1], \lambda)$ are unitarily equivalent. The unitary operator $U$ on $L^{2}([0,1], \lambda)$ is given by $(U \xi)(x)=\sqrt{\alpha x^{\alpha-1}} \xi\left(x^{\alpha}\right)$, and $M_{\alpha} U=U M_{1}$.
(2) Let $\left[a_{1}, b_{1}\right]=[-2,2],\left[a_{2}, b_{2}\right]=[0, \pi]$, and $\varphi_{2}(x)=2 \cos (x)$. The operator $M_{1}$ of multiplication by $x$ on $L^{2}([-2,2], \lambda)$ and the operator $M_{2 \cos }$ of multiplication by $2 \cos (x)$ on $L^{2}([0, \pi], \lambda)$ are unitarily equivalent. Similarly, the operator $M_{1}$ on $L^{2}([-2,2], \lambda)$ and the operator of multiplication by $2 \cos (x)$ on $L^{2}([\pi, 2 \pi], \lambda)$ are unitarily equivalent.

## 2.C. The Hahn-Hellinger Multiplicity Theorem, and spectral multiplicity functions

The following Theorem 2.9 is the keystone of Hahn-Hellinger theory.
Theorem 2.9. Any self-adjoint operator $X$ on a separable Hilbert space $\mathcal{H}$ is unitarily equivalent to the straight multiplication operator $M_{\Sigma, \mu, \mathfrak{m}}$ of Definition 2.5 for the spectrum $\Sigma=\Sigma(X)$ of $X$, a scalar-valued spectral measure $\mu$ for $X$, and a measurable function $\mathfrak{m}: \Sigma \rightarrow\{1,2, \ldots, \infty\}$.

Moreover, if $\mu^{\prime}$ is a measure on $\Sigma$ and $\mathfrak{m}^{\prime}: \Sigma \rightarrow\{1,2, \ldots, \infty\}$ a measurable function, then $X$ is unitarily equivalent to the straight multiplication operator $M_{\Sigma, \mu^{\prime}, \mathfrak{m}^{\prime}}$ if and only if the measures $\mu, \mu^{\prime}$ are equivalent, and the functions $\mathfrak{m}, \mathfrak{m}^{\prime}$ are equal $\mu$-almost everywhere.

For a sample of other formulations of the theorem and for proofs, see [23, Theorem X.5.10], [20, Chap. II, § 6], [4, Section 2.2], [34], [15, Theorem 10.16 and Theorem 10.20], [44, Section 5.4], and [8, Theorem 10.4.6].

Definition 2.10. Let $\mathcal{H}, X, \Sigma, \mu$ and $\mathfrak{m}$ be as in the previous theorem. The function $\mathfrak{m}$ is the spectral multiplicity function of $X$. The operator $X$ is of finite multiplicity if there exists a finite constant $N$ such that $\mathfrak{m}(x) \leq N$ for $\mu$-almost all $x \in \Sigma$. The operator $X$ is multiplicityfree, or simple, if $\mathfrak{m}(x)=1$ for $\mu$-almost all $x \in \Sigma$, equivalently if it is unitarily equivalent to the operator of multiplication by $x$ on the Hilbert space $L^{2}(\Sigma, \mu)$, where $\mu$ is a scalar-valued spectral measure on the spectrum $\Sigma$ of $X$. The operator $X$ is of uniform multiplicity $n \in \overline{\mathbf{N}^{*}}$ if $\mathfrak{m}(x)=n$ for $\mu$-almost all $x \in \Sigma(X)$, equivalently if $X$ is unitarily equivalent to a direct sum $X_{1} \oplus \cdots \oplus X_{n}$ of pairwise unitarily equivalent multiplicity-free self-adjoint operators $X_{1}, \ldots, X_{n}$.

Corollary 2.11 (reformulation of part of Theorem 2.9). Let $X_{1}, X_{2}$ be two self-adjoint operators on two Hilbert spaces $\mathcal{H}_{1}, \mathcal{H}_{2}$. Suppose that $X_{1}$ and $X_{2}$ have same spectrum, equivalent scalar-valued spectral measures, and spectral multiplicity functions which are equal almost everywhere; in other words, suppose that $X_{1}$ and $X_{2}$ have the same marked spectrum.

Then $X_{1}$ and $X_{2}$ are unitarily equivalent.
Proposition 2.12. For a self-adjoint operator $X$ on a separable Hilbert space $\mathcal{H}$, the following properties are equivalent:
(i) $X$ is multiplicity-free;
(ii) $X$ has a cyclic vector.

Reference for a proof, and comments. Suppose that $X$ satisfies Condition (i). Let $M_{\Sigma, \mu, \mathfrak{m}}=M_{\Sigma, \mu, \mathbf{1}_{\Sigma}}$ be as in Theorem 2.9. Then $M_{\Sigma, \mu, \mathbf{1}_{\Sigma}}$ has a cyclic vector by (10) of Proposition 2.6 , hence $X$ has a cyclic vector.

The converse implication (ii) $\Rightarrow$ (i) can be seen as one form of the spectral theorem; we refer to [44, Theorem 5.1.7].

The next proposition is a complement to Proposition 2.6 for the spectral multiplicity function, in the simple case of $\mathfrak{m}=\mathbf{1}_{\Sigma}$. We use it below in the proof of Proposition 3.4. For the proof, we refer to [1, Theorem 5].
Proposition 2.13. Let $\Sigma$ be a non-empty metrizable compact space and $\mu$ a finite positive measure on $\Sigma$; assume that the closed support of $\mu$ is the whole of $\Sigma$. Let $\varphi$ be a continuous real-valued function on $\Sigma$, viewed as $\varphi \in L^{\infty}(\Sigma, \mu)$. Let $M=M_{\Sigma, \mu, \mathbf{1}_{\Sigma}, \varphi}$ be the multiplication operator by $\varphi$ on $L^{2}(\Sigma, \mu)$, as in Definition 2.5; recall from Proposition 2.6 that the spectrum of $M$ is the essential range $R_{\varphi}$.

Then the spectral multiplicity function $\mathfrak{m}$ for $M_{\Sigma, \mu, \mathbf{1}_{\Sigma}, \varphi}$ satisfies

$$
\mathfrak{m}(x)=\sharp\left(\varphi_{\mu}^{-1}(x)\right)
$$

for $\mu$-almost all $x \in \Sigma(M)=R_{\varphi}$.
For infinite connected graphs, spectral multiplicity functions of adjacency operators have not been much studied. It would be interesting (at least for us!) to understand which of these graphs have multiplicity-free adjacency operators.

In contrast, many results have been shown concerning finite graphs and adjacency operators with simple eigenvalues; we quote a few.

All eigenvalues are simple for finite paths, and for all trees with at most 10 vertices (see the tables of [17]).

If $G$ is a finite graph such that all eigenvalues of $A_{G}$ are simple, any automorphism of $G$ is of order 2 ; more precisely, the automorphism group of $G$ is an elementary abelian 2-group ([38], see also [11, Corollary 1.6.1]).

Let $G=(V, E)$ be a finite graph with $n=|V|$ vertices and $A_{G}$ its adjacency matrix. We denote by $\mathbf{1}_{V}$ the vector in $\ell^{2}(V)$ defined by $\mathbf{1}_{V}(v)=1$ for all $v \in V$. Say $G$ is controllable if $\mathbf{1}_{V}$ is a cyclic vector for $A_{G}$. It is conjectured in [25] and proved in [40] that almost all finite graphs are controllable, and therefore multiplicity-free. This is made precise as follows. Consider a positive integer $n$ and a probability $p \in] 0,1[$. Let $\mathcal{G}(n, p)$ be the set of all graphs with vertex set $\{1,2, \ldots, n\}$ having $\left\lfloor p\binom{n}{2}\right\rfloor$ edges. Let $\mathcal{M F \mathcal { G }}(n, p)$ be the subset of $\mathcal{G}(n, p)$ of multiplicity-free graphs. We denote by $\sharp S$ the cardinality of a set $S$. Then

$$
\lim _{n \rightarrow \infty} \sharp \mathcal{M F \mathcal { G }}(n, p) / \sharp \mathcal{G}(n, p)=1 .
$$

## 3. The infinite ray, the infinite line, and the lattices

Let again $G=(V, E)$ be a graph, $\left(\delta_{v}\right)_{v \in V}$ the standard orthonormal basis of the Hilbert space $\ell^{2}(V)$, and $A_{G}$ its adjacency operator on $\ell^{2}(V)$. A
vertex $v \in V$ is dominant if the vector $\delta_{v}$ is dominant for $A_{G}$, and $v$ is cyclic if the vector $\delta_{v}$ is cyclic for $A_{G}$. The vertex spectral measure at $v \in V$ is the local spectral measure at $\delta_{v}$ on the spectrum $\Sigma\left(A_{G}\right)$ of $A_{G}$.

The infinite ray is the graph $R$ with vertex set $\mathbf{N}=\{0,1,2,3, \ldots\}$ and edge set $E=\{\{j, j+1\}: j \in \mathbf{N}\}$. The adjacency operator $A_{R}$ of $R$ is defined by

$$
\left(A_{R} \xi\right)(u)=\xi(u-1)+\xi(u+1) \quad \text { for all } \xi \in \ell^{2}(\mathbf{N}) \text { and } u \in \mathbf{N}
$$

where $\xi(-1)$ should be read as 0 . With respect to the standard basis $\left(\delta_{n}\right)_{n \in \mathbf{N}}$ of the Hilbert space $\ell^{2}(\mathbf{N})$ the adjacency operator $A_{R}$ is the free Jacobi matrix:

$$
A_{R}=J=\left(\begin{array}{ccccc}
0 & 1 & 0 & 0 & \cdots \\
1 & 0 & 1 & 0 & \cdots \\
0 & 1 & 0 & 1 & \cdots \\
0 & 0 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

with entries $J_{m, n}=1$ if $|m-n|=1$ and $J_{m, n}=0$ otherwise. The following proposition collects standard results on $J$.

Proposition 3.1. Let $R$ be the infinite ray and let $A_{R}=J$ be its adjacency operator.
(1) The norm of $A_{R}$ is 2 .
(2) The spectrum of $A_{R}$ is $[-2,2]$, and $A_{R}$ does not have any eigenvalue.
(3) The vertex spectral measure of $A_{R}$ at 0 is given by

$$
d \mu(x)=\frac{1}{2 \pi} \sqrt{4-x^{2}} d x
$$

for $x \in[-2,2]$; it is a scalar-valued spectral measure for $A_{R}$.
(4) The vertex 0 is cyclic in $R$ and the operator $A_{R}$ is multiplicity-free.
(It is known that all vertices of $R$ are cyclic [14, Proposition 7.1].)

Proof. The strategy of the proof is to view $J$ as the matrix of an operator of multiplication by $x$ on a Hilbert space of functions on $[-2,2]$ with respect to an appropriate basis of orthogonal polynomials. For some background on orthogonal polynomials and their relations with Jacobi matrices, see [44, Section 4.1].

Consider the sequence $\left(P_{n}\right)_{n=0}^{\infty}$ of functions defined on the interval $[-2,2]$ of the real line by

$$
P_{n}(2 \cos \theta)=\frac{\sin ((n+1) \theta)}{\sin (\theta)}
$$

for $\theta \in[0, \pi]$. Note that $P_{0}(x)=1, P_{1}(x)=x, P_{2}(x)=x^{2}-1$, for all $x \in[-2,2]$. Define $P_{-1}$ to be the zero function. From the trigonometric formula

$$
2 \cos (\theta) \sin (n \theta)=\sin ((n-1) \theta)+\sin ((n+1) \theta)
$$

it follows that

$$
\begin{equation*}
x P_{n-1}(x)=P_{n-2}(x)+P_{n}(x) \quad \text { for all } n \geq 1 \tag{3.1}
\end{equation*}
$$

This implies, by induction on $n$, that $P_{n}$ is a polynomial, of the form $P_{n}(x)=x^{n}+$ (lower order terms) for all $n \geq 0$.

The $P_{n}$ 's are Chebychev polynomials, up to a scale change. More precisely, if $U_{n}(x)$ denotes the Chebychev polynomial of the second kind of degree $n$, defined by $U_{n}(\cos \theta)=\sin ((n+1) \theta) / \sin (\theta)$, then $P_{n}(x)=$ $U_{n}(x / 2)$.

Define a probability measure $\mu$ on $[-2,2]$ by

$$
d \mu(x)=\frac{1}{2 \pi} \sqrt{4-x^{2}} d x \quad \text { for } x \in[-2,2] .
$$

Let $m, n \geq 0$; using the change of variables $x=2 \cos (\theta)$, we compute

$$
\begin{aligned}
\int_{-2}^{2} P_{m} & (x) P_{n}(x) d \mu(x)= \\
& =\frac{1}{2 \pi} \int_{-2}^{2} P_{m}(x) \sqrt{4-x^{2}} P_{n}(x) \sqrt{4-x^{2}} \frac{d x}{\sqrt{4-x^{2}}} \\
& =\frac{1}{2 \pi} \int_{0}^{\pi} P_{m}(2 \cos (\theta)) 2 \sin (\theta) P_{n}(2 \cos (\theta)) 2 \sin (\theta) d \theta \\
& =\frac{2}{\pi} \int_{0}^{\pi} \sin ((m+1) \theta) \sin ((n+1) \theta) d \theta
\end{aligned}
$$

$$
\begin{aligned}
& \left.=\frac{1}{\pi} \int_{0}^{\pi}[\cos [(m+1) \theta-(n+1) \theta]-\cos [(m+1) \theta)+(n+1) \theta]\right] d \theta \\
& =\frac{1}{\pi} \int_{0}^{\pi}[\cos [(m-n) \theta]-\cos [(m+n+2) \theta]] d \theta \\
& =0 \text { if } m \neq n \text { and } 1 \text { if } m=n
\end{aligned}
$$

It follows that $\left(P_{n}\right)_{n \geq 0}$ is an orthonormal basis of $L^{2}([-2,2], \mu)$. If $M_{\mu}$ denotes the operator of multiplication by $x$ on this space, we have by Equation (3.1) above

$$
\begin{equation*}
M_{\mu} P_{n}=P_{n-1}+P_{n+1} \quad \text { for all } n \geq 0 \tag{3.2}
\end{equation*}
$$

where $P_{-1}$ should be read as 0 .
This shows that $J$ is the matrix of $M_{\mu}$ with respect to the basis $\left(P_{n}\right)_{n \geq 0}$. The claims of Proposition 3.1 follow therefore from the corresponding facts of Proposition 2.6.

The line is the graph $L$ with vertex set $\mathbf{Z}=\{\ldots,-1,0,1, \ldots\}$ and edge set $E=\{\{j, j+1\}: j \in \mathbf{Z}\}$. The line can be seen as the Cayley graph of the infinite cyclic group $\mathbf{Z}$ generated by $\{1,-1\}$. The adjacency operator $A_{L}$ of $L$ is defined by

$$
\left(A_{L} \xi\right)(u)=\xi(u-1)+\xi(u+1) \quad \text { for all } \xi \in \ell^{2}(\mathbf{Z}) \text { and } u \in \mathbf{Z}
$$

The following proposition can be viewed as an exercise in Fourier series.
Proposition 3.2. Let $L$ be the infinite line and let $A_{L}$ be its adjacency operator.
(1) The norm of $A_{L}$ is 2 .
(2) The spectrum of $A_{L}$ is $[-2,2]$.
(3) For all $j \in \mathbf{Z}$, the vertex spectral measure $\mu_{j}$ of $A_{L}$ at $j$ is given by its density with respect to the Lebesgue measure:

$$
d \mu_{j}(x)=\frac{1}{\pi \sqrt{4-x^{2}}} d x \quad \text { for } x \in[-2,2]
$$

The measure $\mu_{j}$ is independent of $j$, it is a scalar-valued spectral measure for $A_{L}$, and the vertex $j$ is dominant.
(4) The operator $A_{L}$ is of uniform multiplicity 2.

Lemma 3.3. The adjacency operator $A_{L}$ of the line $L$ is unitarily equivalent to the operator $M_{[0,2 \pi], \lambda, 2 \cos }$ of multiplication by the function $2 \cos$ on the Hilbert space $L^{2}([0,2 \pi], \lambda)$, where $\lambda$ stands for the Lebesgue measure on the interval.

Proof. The Fourier transform

$$
U: \ell^{2}(\mathbf{Z}) \rightarrow L^{2}([0,2 \pi], \lambda), \quad(U \xi)(x)=\sum_{n \in \mathbf{Z}} \xi(n) e^{i n x}
$$

is a surjective isometry with inverse

$$
U^{-1}: L^{2}([0,2 \pi], \lambda) \rightarrow \ell^{2}(\mathbf{Z}), \quad\left(U^{-1} \eta\right)(n)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \eta(x) e^{-i n x} d x
$$

For any $\eta \in L^{2}([0,2 \pi], \lambda)$, we have

$$
\begin{aligned}
& \left(U A_{L} U^{-1} \eta\right)(x)=\sum_{n \in \mathbf{Z}}\left(A_{L} U^{-1} \eta\right)(n) e^{i n x} \\
& \quad=\sum_{n \in \mathbf{Z}}\left(\left(U^{-1} \eta\right)(n-1) e^{i n x}+\left(U^{-1} \eta\right)(n+1) e^{i n x}\right) \\
& \\
& =\left(\sum_{k \in \mathbf{Z}}\left(U^{-1} \eta\right)(k) e^{i k x}\right) e^{i x}+\left(\sum_{k \in \mathbf{Z}}\left(U^{-1} \eta\right)(k) e^{i k x}\right) e^{-i x} \\
& \quad=\left(U\left(U^{-1} \eta\right)\right)(x) e^{i x}+\left(U\left(U^{-1} \eta\right)\right)(x) e^{-i x}=2 \cos (x) \eta(x)
\end{aligned}
$$

for all $x \in[0,2 \pi]$, so that

$$
U A_{L} U^{-1}=M_{[0,2 \pi], \lambda, 2 \cos }
$$

as was to be proved.
Proof of Proposition 3.2. For (1) and (2), use Lemma 3.3: the norm of $A_{L}$ is the norm of $M_{[0,2 \pi], \lambda, 2 \cos }$, which is $\sup _{-2 \leq x \leq 2}|2 \cos (x)|=2$, and the spectrum of $A_{L}$ is the spectrum of $M_{[0,2 \pi], \lambda, 2 \cos }$, which is the range of the function 2 cos, namely which is $[-2,2]$.
(3) Let $j \in \mathbf{Z}$, viewed as a vertex of $L$. The vertex spectral measure $\mu_{j}$ at $j$ is defined by

$$
\int_{[-2,2]} f(x) d \mu_{j}(x)=\left\langle f\left(A_{L}\right) \delta_{j} \mid \delta_{j}\right\rangle
$$

for all continuous function $f$ on the spectrum of $A_{L}$. For $n \in \mathbf{N}$, its $n^{\text {th }}$ moment is

$$
\int_{[-2,2]} x^{n} d \mu_{j}(x)=\left\langle\left(A_{L}\right)^{n} \delta_{j} \mid \delta_{j}\right\rangle
$$

This number is also the number of paths of length $n$ from $j$ to $j$ in the graph $L$. When $n$ is odd, this number is clearly 0 . When $n=2 m$ is even, each such path has $m$ left steps and $m$ right steps, so that this number is the binomial coefficient $\binom{2 m}{m}$.

The moments of the measure $\frac{1}{\pi \sqrt{4-x^{2}}} d x$ on $[-2,2]$ are also easy to compute. Moments of odd order vanish, because $\int_{-2}^{2} \frac{f(x)}{\pi \sqrt{4-x^{2}}} d x=0$ when $f$ is an odd function, in particular when $f(x)=x^{2 m+1}$ for some $m \in \mathbf{N}$. For moments of even order $2 m$, using again the change of variables $x=$ $2 \cos \theta$, we have

$$
\begin{aligned}
& \int_{-2}^{2} \frac{x^{2 m}}{\pi \sqrt{4-x^{2}}} d x=\frac{1}{\pi} \int_{0}^{\pi} \frac{(2 \cos \theta)^{2 m}}{2 \sin \theta} 2 \sin \theta d \theta \\
& \quad=\frac{1}{\pi} \int_{0}^{\pi}\left(e^{i \theta}+e^{-i \theta}\right)^{2 m} d \theta \\
& \quad=\frac{1}{\pi} \sum_{k=0}^{2 m}\binom{2 m}{k} \int_{0}^{\pi} e^{i 2(m-k) \theta} d \theta=\binom{2 m}{m}
\end{aligned}
$$

because all but one term $(k=m)$ vanish in the sum over $k$.
These computations show that the measures $\mu_{j}$ and $\frac{d x}{\pi \sqrt{4-x^{2}}}$ on $[-2,2]$ have the same moments, hence they are equal. In particular $\mu_{j}$ is independent of $j$. It follows from Proposition 2.1 (6) that this measure is a scalar-valued spectral measure for $A_{L}$, and that the vertex $j$ is dominant.

On the one hand, Claim (4) follows from Proposition 2.13. On the other hand, we prefer to show it with a more elementary argument, as follows.

We view the operator $M_{[0,2 \pi], \lambda, 2 \cos }$ of Lemma 3.3 as the direct sum of two operators: the operator $M_{[0, \pi], \lambda, 2 \cos }$ of multiplication by $2 \cos$ on $L^{2}([0, \pi], \lambda)$ and the operator $M_{[\pi, 2 \pi], \lambda, 2 \cos }$ of multiplication by $2 \cos$ on $L^{2}([\pi, 2 \pi], \lambda)$. By Example 2.8, each of these two operators is unitarily equivalent to the operator $M_{1}$ of multiplication by $x$ on $L^{2}([-2,2], \lambda)$. It follows that $M_{[0,2 \pi], \lambda, 2 \cos }$, and therefore also the adjacency operator $A_{L}$ of the line, are unitarily equivalent to the operator of multiplication by $x$ on the space $L^{2}\left([-2,2], \lambda, \mathbf{C}^{2}\right)$, so that $A_{L}$ is of uniform multiplicity 2.

Let now $d$ be an integer, $d \geq 1$. Let $\left\{e_{1}, \ldots, e_{d}\right\}$ be the canonical basis of the free abelian group $\mathbf{Z}^{d}$. The lattice $L_{d}$ is the graph with vertex set $\mathbf{Z}^{d}$ and edge set

$$
E=\left\{\{u, v\}: u \in \mathbf{Z}^{d}, v=u+e_{j} \text { for some } j \in\{1, \ldots, d\}\right\}
$$

In other words, $L_{d}$ is the Cayley graph of the group $\mathbf{Z}^{d}$ with respect to the generating set $\left\{ \pm e_{1}, \ldots, \pm e_{d}\right\}$. The adjacency operator $A_{d}$ of $L_{d}$ is given by

$$
\left(A_{d} \xi\right)(u)=\sum_{j=1}^{d} \xi\left(u-e_{j}\right)+\xi\left(u+e_{j}\right) \quad \text { for all } \xi \in \ell^{2}\left(\mathbf{Z}^{d}\right) \text { and } u \in \mathbf{Z}^{d}
$$

When $d=1$, the lattice $L_{1}$ is the infinite line $L$ of Proposition 3.2; now we denote by $\mu_{1}$ the vertex spectral measure of the line, given by $d \mu_{1}(x)=\frac{1}{\pi \sqrt{4-x^{2}}} d x$ for all $x \in[-2,2]$.

Proposition 3.4. Let $d \geq 2$. Let $L_{d}$ be the lattice graph of dimension $d$ and let $A_{d}$ be its adjacency operator.
(1) The norm of $A_{d}$ is 2 .
(2) The spectrum of $A_{d}$ is $[-2 d, 2 d]$.
(3) The vertex spectral measure $\mu_{d}$ of a vertex $v$ in $L_{d}$ is independent of $v$; it is the convolution of $d$ copies of the spectral measure $\mu_{1}$ of Proposition 3.2. It is a scalar-valued spectral measure for $A_{d}$ and it is equivalent to the Lebesgue measure supported on $[-2 d, 2 d]$.
(4) The operator $A_{d}$ had infinite uniform multiplicity.

For the proof of the proposition above, we begin as for Proposition 3.2, with minor modifications. Much of what follows holds for $d \geq 1$, rather than for $d \geq 2$ only. Proposition 2.13 is used for the only slightly delicate point, which is our proof of (4).

Lemma 3.5. Let $\lambda$ denote the Lebesgue measure on $[0,2 \pi]^{d}$. The Fourier transform

$$
U: \ell^{2}\left(\mathbf{Z}^{d}\right) \rightarrow L^{2}\left([0,2 \pi]^{d}, \lambda\right), \quad(U \xi)(x)=\sum_{u \in \mathbf{Z}^{d}} \xi(u) e^{i\langle u \mid x\rangle}
$$

(where $\langle u \mid x\rangle=\sum_{j=1}^{d} u_{j} x_{j}$ ) is a surjective isometry with inverse

$$
\begin{aligned}
& U^{-1}: L^{2}\left([0,2 \pi]^{d}, \lambda\right) \rightarrow \ell^{2}\left(\mathbf{Z}^{d}\right) \\
& \left(U^{-1} \eta\right)(u)=\frac{1}{(2 \pi)^{d}} \int_{[0,2 \pi]^{d}} \eta(x) e^{-i\langle u \mid x\rangle} d x
\end{aligned}
$$

Let $2 \sum \cos$ be the function $[0,2 \pi]^{d} \rightarrow \mathbf{R}, x=\left(x_{j}\right)_{j=1}^{d} \mapsto 2 \sum_{j=1}^{d} \cos \left(x_{j}\right)$.
The operators $A_{d}$ and $M_{[0,2 \pi]^{d}, \lambda, 2 \sum \cos }$ are unitarily equivalent; more precisely:

$$
U A_{d} U^{-1}=M_{[0,2 \pi]^{d}, \lambda, 2 \sum \cos }
$$

Proof. For any $\eta \in L^{2}\left([0,2 \pi]^{d}, \lambda\right)$, we have

$$
\begin{aligned}
& \left(U A_{d} U^{-1} \eta\right)(x)=\sum_{u \in \mathbf{Z}^{d}}\left(A_{d} U^{-1} \eta\right)(u) e^{i\langle u \mid x\rangle} \\
& =\sum_{u \in \mathbf{Z}^{d}} \sum_{j=1}^{d}\left(\left(U^{-1} \eta\right)\left(u-e_{j}\right) e^{i\langle u \mid x\rangle}+\left(U^{-1} \eta\right)\left(u+e_{j}\right) e^{i\langle u \mid x\rangle}\right) \\
& =\sum_{j=1}^{d}\left(\sum_{k \in \mathbf{Z}^{d}}\left(U^{-1} \eta\right)(k) e^{i\langle k \mid x\rangle}\right) e^{i x_{j}}+\sum_{j=1}^{d}\left(\sum_{k \in \mathbf{Z}^{d}}\left(U^{-1} \eta\right)(k) e^{i\langle k \mid x\rangle}\right) e^{-i x_{j}} \\
& =\sum_{j=1}^{d} U\left(U^{-1} \eta\right)(x) e^{i x_{j}}+\sum_{j=1}^{d} U\left(U^{-1} \eta\right)(x) e^{-i x_{j}}=\left(2 \sum_{j=1}^{d} \cos \left(x_{j}\right)\right) \eta(x)
\end{aligned}
$$

so that $U A_{L} U^{-1}$ is the operator of multiplication by $2 \sum \cos$ on the Hilbert space $L^{2}\left([0,2 \pi]^{d}, \lambda\right)$.

Proof of Proposition 3.4. By Proposition 2.6, $M_{[0,2 \pi]^{d}, \lambda, 2 \sum \cos }$, the operator of multiplication by the function $2 \sum_{j=1}^{d} \cos \left(x_{j}\right)$ on $L^{2}\left([0,2 \pi]^{d}, \lambda\right)$, has norm $2 d$ and spectrum $[-2 d, 2 d]$. Claims (1) and (2) follow from Lemma 3.5.

Observe that there is a natural isomorphism

$$
\ell^{2}(\mathbf{Z}) \otimes \ell^{2}(\mathbf{Z}) \otimes \cdots \otimes \ell^{2}(\mathbf{Z}) \rightarrow \ell^{2}\left(\mathbf{Z}^{d}\right)
$$

by which we can identify the operators

$$
A_{1} \otimes \operatorname{Id} \otimes \cdots \otimes \operatorname{Id}+\cdots+\operatorname{Id} \otimes \cdots \otimes \operatorname{Id} \otimes A_{1} \quad \text { and } \quad A_{d}
$$

By Proposition 2.3, the vertex spectral measure of $A_{d}$ at a vertex of $L_{d}$ is the convolution of $d$ copies of the vertex spectral measure of $A_{1}$ at a vertex of $L_{1}$. It follows from Proposition 2.1 (6) that the vertex spectral measure of $A_{d}$ at a vertex of $L_{d}$ is a scalar-valued spectral measure for $A_{d}$. This proves the first part of Claim (3).

By Proposition 3.2, the vertex spectral measure at a vertex of the line $L_{1}$ is $d \mu_{1}(x)=f(x) d x$, where $f(x)=\frac{1}{\pi \sqrt{4-x^{2}}}$ if $-2<x<2$ and $f(x)=0$ otherwise. The vertex spectral measure at a vertex of the lattice $L_{d}$, which is the convolution power $\mu_{d} \doteqdot \mu_{1} * \mu_{1} * \cdots * \mu_{1}$ (d factors), is consequently of the form $f_{d}(x) d x$, where $f_{d}$ is a continuous function, $f_{d}(x)>0$ for all $\left.x \in\right]-2 d, 2 d\left[\right.$, and $f_{d}(x)=0$ for all $x$ such that $|x| \geq 2 d$. In particular, this measure $\mu_{d}$ is equivalent to the Lebesgue measure on the interval $[-2 d, 2 d]$. This concludes the proof of Claim (3).

By Proposition 2.13, the operator $M_{[0,2 \pi]^{d}, \lambda, 2 \sum \cos }$ has uniform infinite spectral multiplicity. By Lemma 3.5, Claim (4) follows.

Remark 3.6. Consider the so-called discrete Laplacian $D_{d}=2 d \operatorname{Id}-A_{d}$ on the lattice $L_{d}$, acting on $\ell^{2}\left(\mathbf{Z}^{d}\right)$. Proposition 3.4 shows that $D_{d}$ has spectrum $[0,4 d]$ and uniform multiplicity, 2 when $d=1$ and $\infty$ when $d \geq 2$. The continuous Laplacian $\Delta_{d}=-\sum_{j=1}^{d} \frac{\partial^{2}}{\partial x_{j}^{2}}$ on the Euclidean space $\mathbf{R}^{d}$ is an unbounded self-adjoint operator with domain

$$
\operatorname{Dom}\left(\Delta_{d}\right)=\left\{\xi \in L^{2}\left(\mathbf{R}^{d}, \lambda\right): \int_{\mathbf{R}^{d}}\|k\|^{2}|\widehat{\xi}(k)|^{2} d \lambda(k)<\infty\right\}
$$

where $\lambda$ denotes the Lebesgue measure and $\widehat{\xi}$ the Fourier transform of $\xi$. The spectrum of $\Delta_{d}$ is $\left[0, \infty\left[\right.\right.$. The operators $D_{d}$ and $\Delta_{d}$ share the same multiplicities: it is known that $\Delta_{d}$ has uniform multiplicity, 2 when $d=1$ and $\infty$ when $d \geq 2$.

Let $D_{\infty}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained from $R=(V, E)$ by adding one vertex $0^{\prime}$ to the set of vertices $V$ of $R$ and one edge $\left\{0^{\prime}, 1\right\}$ to the set of edges $E$ of $R$. Thus $V^{\prime}=\left\{0^{\prime}\right\} \cup \mathbf{N}$ and

$$
E^{\prime}=\left\{\left\{0^{\prime}, 1\right\},\{0,1\},\{1,2\},\{2,3\}, \ldots\right\}=\left\{0^{\prime}, 1\right\} \cup E .
$$

Let $A_{D}$ be the adjacency operator of $D_{\infty}$.
Proposition 3.7. The spectrum of $A_{D}$ is $[-2,2]$ and 0 is an eigenvalue of $A_{D}$. The vertices 0 and $0^{\prime}$ are cyclic, and $A_{D}$ is multiplicity-free.

Proof. The spectrum $\Sigma(X)$ of a bounded self-adjoint operator $X$ is the union of the essential spectrum $\Sigma_{\text {ess }}(X)$ and a discrete set of points in $\mathbf{R} \backslash \Sigma_{\text {ess }}(X)$ which are eigenvalues of finite multiplicity. In particular $\Sigma_{\text {ess }}\left(J_{1}\right)=\Sigma\left(J_{1}\right)=[-2,2]$ by Proposition 3.1.

Let $R^{\prime}=\left(V^{\prime}, E\right)$ be the graph obtained from $R=(V, E)$ by adding one isolated vertex $\left\{0^{\prime}\right\}$, and let $A_{R}^{\prime}$ be its adjacency operator. The marked spectrum of $A_{R}^{\prime}$ is the union of that of $A_{R}=J_{1}$ and of the simple eigenvalue 0 . The operator $A_{D}$ is a perturbation of $A_{R}^{\prime}$ by an operator of finite rank, indeed of rank 2 . If $K$ is a compact self-adjoint operator on the same space as $X$, it is a theorem of Weyl that $\Sigma_{\text {ess }}(X+K)=\Sigma_{\text {ess }}(X)$ [44, Theorem 3.14.1]. In particular

Let $n \geq 4$. The finite graph $D_{n}$ has vertex set $\left\{0^{\prime}, 0,1, \ldots, n-2\right\}$ and edge set $\left\{\left\{0^{\prime}, 1\right\},\{0,1\},\{1,2\}, \ldots,\{n-3, n-2\}\right\}$. The spectrum $\Sigma\left(D_{n}\right)$ of its adjacency operator is well-known [11, Theorem 3.1.3] to be a finite subset of $]-2,2\left[\right.$. Let $D_{n}^{\prime}$ be the graph with vertex set $V^{\prime}$ and the same edge set as $D_{n}$. Since $0 \in \Sigma\left(D_{n}\right)$, the spectrum of $D_{n}^{\prime}$ is the same as that of $D_{n}$. For $n \rightarrow \infty$, the sequence of the adjacency operators of $D_{n}^{\prime}$ converges strongly to $A_{D}$. It follows that $\Sigma\left(A_{D}\right)$ is contained in the union $\bigcup_{n \geq 4} \Sigma\left(D_{n}^{\prime}\right)$, hence in [-2,2]; see [23, Section X.7]. Together with (3.3), this shows that $\Sigma\left(A_{D}\right)=[-2,2]$.

Let $\xi \in \ell^{2}\left(V^{\prime}\right)$ be defined by $\xi(0)=1, \xi\left(0^{\prime}\right)=-1$ and $\xi(j)=0$ for all $j \geq 1$. Then $A_{D} \xi=0$, so that 0 is an eigenvalue of $A_{D}$. It is easy to check that 0 and $0^{\prime}$ are cyclic vertices; if necessary, see [14, Example 7.2].

Proposition 3.8. Let $G$ be an infinite connected graph of bounded degree with adjacency operator $A_{G}$ such that $\left\|A_{G}\right\| \leq 2$. Then $\left\|A_{G}\right\|=2$, $\Sigma\left(A_{G}\right)=[-2,2]$, and $G$ is isomorphic to one of the three following graphs:

- the infinite ray $R$ and then $A_{G}$ is multiplicity-free, without eigenvalue;
- the graph $D_{\infty}$ and then $A_{G}$ is multiplicity-free, with an eigenvalue;
- the infinite line $L$ and then $A_{G}$ is of uniform multiplicity two, without eigenvalue.

It follows that these three graphs are determined by their marked spectrum among connected graphs of bounded degree.

Proof. Let $F=\left(V_{F}, E_{F}\right)$ be a finite subgraph of $G=\left(V_{G}, E_{G}\right)$, and let $F_{\text {ind }}=\left(V_{F}, E_{\text {ind }}\right)$ be the subgraph of $G$ induced by $V_{F}$. Then $\left\|A_{F}\right\| \leq$ $\left\|A_{F_{\text {ind }}}\right\|$ by Perron-Frobenius theory and $\left\|A_{F_{\text {ind }}}\right\| \leq\left\|A_{G}\right\|$ by standard arguments (details in [14, proof of Proposition 3.1]), so that $\left\|A_{F}\right\| \leq 2$.

Computations with finite graphs show we would have $\left\|A_{F}\right\|>2$ if $F$ was a connected finite graph containing strictly one of $\widetilde{A}_{n}(n \geq 2), \widetilde{D}_{n}$ $(n \geq 4), \widetilde{E}_{n}(n=6,7,8)$, and this is not possible. Here $\widetilde{A}_{n}$ denotes the cycle with $n+1$ vertices, $\widetilde{D}_{n}$ the graph obtained from a segment with vertices $v_{1}, \ldots, v_{n-1}$ and edges $\left\{v_{j}, v_{j+1}\right\}(1 \leq j \leq n-2)$ by adding two vertices $v_{0}, v_{n}$ and two edges $\left\{v_{0}, v_{2}\right\},\left\{v_{n-2}, v_{n}\right\}$, and $\widetilde{E}_{6}, \widetilde{E}_{7}, \widetilde{E}_{8}$ the stars with respectively $7,8,9$ vertices described in [11]; see Theorem 3.1.3 in this book. It follows that $G$ is a tree, because it does not contain strictly any $\widetilde{A}_{n}(n \geq 2)$. Also $G$ does not have vertices of degree $\geq 4$, and $G$ has at most one vertex of degree 3 , because it does not contain strictly any $\widetilde{D}_{n}(n \geq 4)$. And finally, if $G$ contains a vertex of degree 3 , two of the segments starting from this vertex must be of length 1 , because it does not contain strictly any $\widetilde{E}_{n}(n=6,7,8)$. It follows that $G$ is isomorphic to one of $R, D_{\infty}, L$, hence $\left\|A_{G}\right\|=2$ and $\Sigma\left(A_{G}\right)=[-2,2]$.

Since $R, D_{\infty}$, and $L$ have different multiplicity functions, each of them is determined by its marked spectrum among connected graphs.

Proposition 3.9. The infinite ray $R$ is determined by its marked spectrum.

Proof. Let $G$ be a graph of bounded degree with the same marked spectrum as that of $R$. Let $\left(G_{i}\right)_{i \in I}$ be the connected components of $G$. Denote by $A_{G}$ the adjacency operator of $G$ and, for each $i \in I$, by $A_{i}$ that of $G_{i}$. There cannot exist $i \in I$ with $G_{i}$ finite; otherwise $\Sigma\left(A_{i}\right)$ would consist of eigenvalues, and thus $\Sigma\left(A_{G}\right)$ would contain eigenvalues, but this is impossible since $\Sigma\left(A_{R}\right)$ does not; hence each $G_{i}$ is infinite. By Proposition 3.8, each $G_{i}$ is isomorphic to one of $R, D_{\infty}$, or $L$; but $D_{\infty}$ is impossible because $A_{R}$ does not have eigenvalue and $L$ is impossible because $A_{R}$ has uniform spectral multiplicity 1 ; hence each $G_{i}$ is isomorphic to $R$. The graph $G$ cannot be the union of 2 or more connected components isomorphic to $R$, again because $A_{R}$ has uniform spectral multiplicity 1 ; hence $G$ is isomorphic to $R$.

Note that the infinite line $L$ is not characterized by its marked spectrum. Indeed, the adjacency operator $A_{L}$ and the adjacency operator of a graph with two connected components isomorphic to $R$ are unitarily equivalent, as it follows from Corollary 2.11 and Propositions $3.1 \& 3.2$.

It is natural to ask whether there are other infinite connected graphs $G$ with $\left\|A_{G}\right\|<\sqrt{2+\sqrt{5}} \sim 2.058$ which are characterized by their marked spectrum among connected graphs; see [12]. The range $\sqrt{2+\sqrt{5}} \leq$ $\left\|A_{G}\right\| \leq \frac{3}{2} \sqrt{2} \sim 2.121$ could also be investigated [47].

## 4. Spherically symmetric infinite rooted trees

Let $T=(V, E)$ be a spherically symmetric rooted tree, of bounded degree and without leaves, and let $A_{T}$ be its adjacency operator. The main technical result of this section is Proposition 4.6, showing an orthogonal decomposition of $\ell^{2}(V)$ in subspaces invariant by $A_{T}$ on each of which $A_{T}$ is an infinite Jacobi matrix. This is standard, it has been used for trees as here and in other contexts; see [41], [3, Lemma 1], [45, Theorem 3.2], [9, Theorem 2.4].

Let $T=(V, E)$ be a tree. Choose a root $v_{0} \in V$. For $v \in V$, denote by $|v|$ the distance from $v$ to $v_{0}$. For an integer $r \geq 0$, let $S_{r}=\{v \in V$ : $|v|=r\}$ be the sphere in $V$ of radius $r$ around $v_{0}$. For $v \in V$, denote by $N_{v}^{+}$the set of neighboring vertices of $V$ at distance $|v|+1$ from $v_{0}$. For $v \in V$ different from $v_{0}$, denote by $v_{-}$the neighboring vertex of $v$ at distance $|v|-1$ from $v_{0}$; note that, for $v \neq v_{0}$, the set of neighbors of $v$ is $\left\{v_{-}\right\} \cup N_{v}^{+}$, and therefore the degree of $v$ is $\operatorname{deg}(v)=1+\left|N_{v}^{+}\right|$. The set of neighbors of $v_{0}$ is $N_{v_{0}}^{+}=S_{1}$.

The infinite rooted tree $T$ is spherically symmetric if, for every $r \geq 0$, every vertex in $S_{r}$ has exactly $d_{r} \geq 1$ adjacent vertices in $S_{r+1}$, for some sequence $\left(d_{r}\right)_{r \geq 0}$ of positive integers, the sequence of branching degrees of $T$. From now on, we consider an infinite spherically symmetric rooted tree $T$ of bounded degree, with sequence of branching degrees such that

$$
\begin{equation*}
d_{r} \geq 2 \text { for all } r \geq 0 \quad \text { and } \quad \sup _{r} d_{r}<\infty \tag{4.1}
\end{equation*}
$$

For $r \geq 0$, we identify $\ell^{2}\left(S_{r}\right)$ with the subspace of $\ell^{2}(V)$ of functions which vanish on $V \backslash S_{r}$. We set $\ell^{2}\left(S_{-1}\right)=\{0\}$. Define an operator $H$ on $\ell^{2}(V)$ by

$$
\begin{equation*}
(H \xi)(v)=\xi\left(v_{-}\right) \text {if }|v| \geq 1 \text { and }(H \xi)\left(v_{0}\right)=0 \text { for all } \xi \in \ell^{2}(V) \tag{4.2}
\end{equation*}
$$

Proposition 4.1. Let $T=(V, E)$ be a spherically symmetric infinite rooted tree with root $v_{0} \in V$, and with sequence of branching degrees $\left(d_{r}\right)_{r \geq 0}$ such that Condition (4.1) holds. Let $A_{T}$ and $H$ be as above.
(1) The operator $H$ is bounded on $\ell^{2}(V)$ of norm $\sqrt{\max _{r \geq 0} d_{r}}$, and is injective.
(2) The adjoint $H^{*}$ of $H$ is given by

$$
\begin{equation*}
\left(H^{*} \xi\right)(v)=\sum_{w \in N_{v}^{+}} \xi(w) \quad \text { for all } \xi \in \ell^{2}(V) \text { and } v \in V \tag{4.3}
\end{equation*}
$$

and we have

$$
A_{T}=H+H^{*}
$$

(3) For all $r \geq 0$ :

- the restriction $\left.\frac{1}{\sqrt{d_{r}}} H\right|_{\ell^{2}\left(S_{r}\right)}$ is an isometry from $\ell^{2}\left(S_{r}\right)$ into $\ell^{2}\left(S_{r+1}\right)$ and $\left.\frac{1}{d_{r}} H^{*} H\right|_{\ell^{2}\left(S_{r}\right)}=\operatorname{Id}_{\ell^{2}\left(S_{r}\right)} ;$
- $H^{*}\left(\ell^{2}\left(S_{r}\right)\right)=\ell^{2}\left(S_{r-1}\right)$ and $H H^{*}\left(\ell^{2}\left(S_{r}\right)\right) \subset \ell^{2}\left(S_{r}\right)$.
(4) Let $r \geq 0$ and $k \geq 0$. If $\xi$ and $\eta$ in $\ell^{2}\left(S_{r}\right)$ are orthogonal, then $H^{k} \xi$ and $H^{k} \eta$ in $\ell^{2}\left(S_{r+k}\right)$ are also orthogonal.

Proof. (1) Let $\xi \in \ell^{2}(V)$. We have

$$
\begin{aligned}
\|H \xi\|^{2}= & \sum_{v \in V}|(H \xi)(v)|^{2}=\sum_{v \in V, v \neq v_{0}}\left|\xi\left(v_{-}\right)\right|^{2}=\sum_{w \in V} d_{|w|}|\xi(w)|^{2} \\
& \leq\left(\max _{r \geq 0} d_{r}\right) \sum_{w \in V}|\xi(w)|^{2}=\left(\max _{r \geq 0} d_{r}\right)\|\xi\|^{2}
\end{aligned}
$$

hence $\|H\| \leq \sqrt{\max _{r \geq 0} d_{r}}$. For the equality, see the end of (3) below.
If $H \xi=0$, i.e., if $\xi\left(v_{-}\right)=0$ for all $v \in V \backslash\left\{v_{0}\right\}$, then $\xi=0$, hence $H$ is injective.
(2) We use temporarily Formula (4.3) as a definition of $H^{*}$. Then $H^{*}$ is bounded; indeed, using the Cauchy-Schwarz inequality, we have for all $\xi \in \ell^{2}(V)$

$$
\begin{aligned}
\sum_{v \in V}\left|\left(H^{*} \xi\right)(v)\right|^{2} & =\sum_{v \in V}\left|\sum_{w \in N_{v}^{+}} \xi(w)\right|^{2} \leq \sum_{v \in V} d_{|v|} \sum_{w \in N_{v}^{+}}|\xi(w)|^{2} \\
& =\sum_{w \in V, w \neq v_{0}} d_{|w|-1}|\xi(w)|^{2} \leq\left(\max _{r \geq 0} d_{r}\right)\|\xi\|^{2}
\end{aligned}
$$

And $H^{*}$ is the adjoint of $H$ because, for $\xi, \eta \in \ell^{2}(V)$, we have

$$
\begin{aligned}
\left\langle H^{*} \xi \mid \eta\right\rangle & =\sum_{v \in V}\left(H^{*} \xi\right)(v) \overline{\eta(v)}=\sum_{v \in V} \sum_{w \in N_{v}^{+}} \xi(w) \overline{\eta(v)} \\
& =\sum_{w \neq v_{0}} \xi(w) \overline{\eta(w-)}=\sum_{w \neq v_{0}} \xi(w) \overline{(H \eta)(w)}=\langle\xi \mid H \eta\rangle
\end{aligned}
$$

The equality $A_{T}=H+H^{*}$ follows from (4.2) and (4.3).
(3) Let $\xi \in \ell^{2}\left(S_{r}\right)$. It is obvious that $H \xi \in \ell^{2}\left(S_{r+1}\right)$. Moreover, the computation of the proof of (1) continues as

$$
\|H \xi\|^{2}=\sum_{w \in V} d_{|w|}|\xi(w)|^{2}=d_{r} \sum_{w \in S_{r}}|\xi(w)|^{2}=d_{r}\|\xi\|^{2}
$$

hence $\left.\frac{1}{\sqrt{d_{r}}} H\right|_{\ell^{2}\left(S_{r}\right)}$ is an isometry from $\ell^{2}\left(S_{r}\right)$ into $\ell^{2}\left(S_{r+1}\right)$. We have also

$$
\left(H^{*} H \xi\right)(v)=\sum_{w \in N_{v}^{+}}(H \xi)(w)=d_{r} \xi(v) \quad \text { for all } v \in V
$$

hence

$$
\begin{equation*}
\left.\frac{1}{d_{r}} H^{*} H\right|_{\ell^{2}\left(S_{r}\right)}=\operatorname{Id}_{\ell^{2}\left(S_{r}\right)} \tag{4.4}
\end{equation*}
$$

It follows that $H^{*}$ maps $\ell^{2}\left(S_{r+1}\right)$ onto $\ell^{2}\left(S_{r}\right)$, and also that $\|H\| \geq \sqrt{d_{r}}$.
It follows now that $\|H\|=\sqrt{\max _{r \geq 0} d_{r}}$.
(4) For $\xi$ and $\eta$ orthogonal in $\ell^{2}\left(S_{r}\right)$ we have, using Equality (4.4),

$$
\langle H \xi \mid H \eta\rangle=\left\langle H^{*} H \xi \mid \eta\right\rangle=d_{r}\langle\xi \mid \eta\rangle=0
$$

so that $H \xi$ and $H \eta$ are orthogonal in $\ell^{2}\left(S_{r+1}\right)$. For $k \geq 2$, the same argument repeated $k$ times shows that $H^{k} \xi$ and $H^{k} \eta$ are orthogonal.

Set

$$
\mathcal{U}_{0,0}=\ell^{2}\left(S_{0}\right) \quad \text { and } \quad \mathcal{U}_{0, r}=H^{r}\left(\mathcal{U}_{0,0}\right) \quad \text { for each integer } r \geq 0
$$

Note that $\mathcal{U}_{0, r}$ is the one-dimensional subspace of $\ell^{2}(V)$ of functions on $V$ which vanish outside $S_{r}$ and which are constant on $S_{r}$. Set

$$
\mathcal{V}_{0}=\bigoplus_{r=0}^{\infty} \mathcal{U}_{0, r}
$$

which is the subspace of $\ell^{2}(V)$ of functions which are constant on each sphere.

We define now subspaces $\mathcal{U}_{n, r}$ and $\mathcal{V}_{n}$ for $n \geq 1$ and $r \geq n$, by induction on $n$. Let $n \geq 1$; assume that $\mathcal{U}_{m, q}$ has already been defined when $0 \leq m<n$ and $q \geq m$. Define
$\mathcal{U}_{n, n}=$ orthogonal complement of $\mathcal{U}_{0, n} \oplus \mathcal{U}_{1, n} \oplus \cdots \oplus \mathcal{U}_{n-1, n}$ in $\ell^{2}\left(S_{n}\right)$, $\mathcal{U}_{n, r}=H^{r-n}\left(\mathcal{U}_{n, n}\right)$ in $\ell^{2}\left(S_{r}\right)$ for all $r \geq n$,

$$
\mathcal{V}_{n}=\bigoplus_{r=n}^{\infty} \mathcal{U}_{n, r}
$$

Observe that

$$
\begin{equation*}
\ell^{2}(V)=\bigoplus_{r=0}^{\infty} \ell^{2}\left(S_{r}\right) \quad \text { and } \quad \ell^{2}\left(S_{r}\right)=\bigoplus_{n=0}^{r} \mathcal{U}_{n, r} \quad \text { for all } r \geq 0 \tag{4.5}
\end{equation*}
$$

Proposition 4.2. Let the notation be as above. There are orthogonal direct sums decompositions

$$
\ell^{2}(V)=\bigoplus_{n=0}^{\infty} \mathcal{V}_{n}=\bigoplus_{n=0}^{\infty} \bigoplus_{r=n}^{\infty} \mathcal{U}_{n, r}
$$

For each $n \geq 0$, the subspace $\mathcal{V}_{n}$ of $\ell^{2}(V)$ is invariant by $H, H^{*}$, and $A_{T}$. Proof. We continue to follow [3].

We first check that the direct sums are orthogonal. Let $n_{1}, r, s$ be nonnegative integers such that $r \neq s$ and $0 \leq n_{1} \leq \min \{r, s\}$. The spaces $\mathcal{U}_{n_{1}, r}$ and $\mathcal{U}_{n_{1}, s}$ are orthogonal, because they are respectively subspaces of $\ell^{2}\left(S_{r}\right)$ and $\ell^{2}\left(S_{s}\right)$ which are orthogonal. It follows that $\mathcal{V}_{n_{1}}=$ $\bigoplus_{r=n_{1}}^{\infty} \mathcal{U}_{n_{1}, r}$ is an orthogonal sum. Let moreover $n_{2}$ be an integer such that $n_{2}>n_{1}$. The spaces $\mathcal{U}_{n_{1}, n_{2}}$ and $\mathcal{U}_{n_{2}, n_{2}}$ are orthogonal by definition of $\mathcal{U}_{n_{2}, n_{2}}$. By (4) of Proposition 4.1, the spaces $\mathcal{U}_{n_{1}, r}=H^{r-n_{2}}\left(\mathcal{U}_{n_{1}, n_{2}}\right)$ and $\mathcal{U}_{n_{2}, r}=H^{r-n_{2}}\left(\mathcal{U}_{n_{2}, n_{2}}\right)$ are orthogonal whenever $r \geq n_{2}$. It follows that $\mathcal{V}_{n_{1}}=\bigoplus_{r=n_{1}}^{\infty} \mathcal{U}_{n_{1}, r}$ and $\mathcal{V}_{n_{2}}=\bigoplus_{r=n_{2}}^{\infty} \mathcal{U}_{n_{2}, r}$ are orthogonal, and therefore that $\ell^{2}(V)=\bigoplus_{n=0}^{\infty} \mathcal{V}_{r}$ is an orthogonal sum.

By definition, each $\mathcal{V}_{n}$ is invariant by $H$. It remains to show that each $\mathcal{V}_{n}$ is also invariant by $H^{*}$, i.e., that $H^{*}\left(\mathcal{U}_{n, r}\right) \subset \mathcal{V}_{n}$ for all $r \geq n$.

Let $\xi \in \mathcal{U}_{n, r}$ for some $n$ and $r$ such that $0 \leq n \leq r$; we distinguish three cases.

Assume first that $r>n$. There exists $\eta \in \mathcal{U}_{n, n}$ such that $\xi=$ $H^{r-n} \eta$. Then $H^{*} \xi=\left(H^{*} H\right)\left(H^{r-n-1} \eta\right)=d_{r-1} H^{r-n-1} \eta$ by (3) of Proposition 4.1, hence $H^{*} \xi \in \mathcal{U}_{n, r-1} \subset \mathcal{V}_{n}$.

Assume now that $r=n \geq 1$. Then $H^{*} \xi \in \ell^{2}\left(S_{n-1}\right)$. We claim that $H^{*} \xi=0$. Indeed, choose $\ell \in\{0,1, \ldots, n-1\}$ and $\zeta \in \mathcal{U}_{\ell, n-1}$. Then $H \zeta \in \mathcal{U}_{\ell, n}$ and $\xi \in \mathcal{U}_{n, n}$ are orthogonal (because $\ell<n$ ), so that $\left\langle H^{*} \xi \mid \zeta\right\rangle=\langle\xi \mid H \zeta\rangle=0$; hence $H^{*} \xi$ is orthogonal to $\mathcal{U}_{\ell, n-1}$ for each $\ell \leq n-1$, i.e., $H^{*} \xi$ is orthogonal to $\ell^{2}\left(S_{n-1}\right)$, i.e., $H^{*} \xi=0$.

Assume finally that $r=n=0$; then $H^{*} \xi=0$. This shows that $H^{*} \xi \in \mathcal{V}_{n}$ in all cases.

The next proposition is now straightforward:
Proposition 4.3. With the notation as above, we have
(1) $\operatorname{dim} \ell^{2}\left(S_{n}\right)=\left|S_{n}\right|=\prod_{q=0}^{n-1} d_{q}$ for all $n \geq 0$;
(2) $\operatorname{dim} \mathcal{U}_{n, r}=\left(\prod_{q=0}^{n-2} d_{q}\right)\left(d_{n-1}-1\right)$ for all $n \geq 2$ and $r \geq n$;
and $\operatorname{dim} \mathcal{U}_{1, r}=d_{0}-1$ for all $r \geq 1$; and $\operatorname{dim} \mathcal{U}_{0, r}=1$ for all $r \geq 0$;
(3) $\operatorname{dim} \mathcal{V}_{n}=\infty$ for all $n \geq 0$.

Let $n \geq 0$. Denote by $\ell^{2}\left(\mathbf{N}, \mathcal{U}_{n, n}\right)$ the Hilbert space of sequences $\left(\xi_{j}\right)_{j \geq 0}$ of vectors in $\mathcal{U}_{n, n}$ such that $\sum_{j=0}^{\infty}\left\|\xi_{j}\right\|^{2}<\infty$. For all $j \geq 0$, by (3) of Proposition 4.1 and by definition of $\mathcal{U}_{n, n+j}$, the operator

$$
\frac{1}{\sqrt{\prod_{q=n}^{n+j-1} d_{q}}} H^{j}: \mathcal{U}_{n, n} \rightarrow \mathcal{U}_{n, n+j}
$$

is a surjective isometry.
Let $\xi \in \mathcal{V}_{n}$. For all $j \geq 0$, there exists $\xi_{n+j} \in \mathcal{U}_{n, n+j}$, and therefore $\chi_{n+j} \in \mathcal{U}_{n, n}$, such that

$$
\begin{equation*}
\xi=\left(\xi_{n+j}\right)_{j \geq 0} \text { with } \xi_{n+j}=\frac{1}{\sqrt{\prod_{q=n}^{n+j-1} d_{q}}} H^{j} \chi_{n+j} \text { for all } j \geq 0 \tag{4.6}
\end{equation*}
$$

Note that $\left\|\xi_{n, j}\right\|=\left\|\chi_{n, j}\right\|$. We have shown:

Proposition 4.4. Let the notation be as above. For any $n \geq 0$, the operator

$$
W_{n}: \mathcal{V}_{n} \rightarrow \ell^{2}\left(\mathbf{N}, \mathcal{U}_{n, n}\right) \quad \text { defined by } \quad W_{n}\left(\left(\xi_{n+j}\right)_{j \geq 0}\right)=\left(\chi_{n+j}\right)_{j \geq 0}
$$

is a surjective isometry, and $W_{n}^{*}\left(\left(\chi_{n+j}\right)_{j \geq 0}\right)=\left(\xi_{n+j}\right)_{j \geq 0}$.
Let $n \geq 0$. We define the weighted shift $S_{\mathcal{U}, n}$ on $\ell^{2}\left(\mathbf{N}, \mathcal{U}_{n, n}\right)$ by

$$
\begin{aligned}
& S_{\mathcal{U}, n}\left(\chi_{n}, \chi_{n+1}, \chi_{n+2}, \chi_{n+3}, \ldots\right)= \\
& \quad=\left(0, \sqrt{d_{n}} \chi_{n}, \sqrt{d_{n+1}} \chi_{n+1}, \sqrt{d_{n+2}} \chi_{n+2}, \ldots\right)
\end{aligned}
$$

The operator $S_{\mathcal{U}, n}$ is the direct sum of $\operatorname{dim}\left(\mathcal{U}_{n, n}\right)$ copies of the standard weighted shift $S_{n}$ defined on the usual sequence space $\ell^{2}(\mathbf{N})$ by

$$
\begin{equation*}
S_{n}\left(\lambda_{0}, \lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots\right)=\left(0, \sqrt{d_{n}} \lambda_{0}, \sqrt{d_{n+1}} \lambda_{1}, \sqrt{d_{n+2}} \lambda_{2}, \ldots\right) \tag{4.7}
\end{equation*}
$$

Proposition 4.5. With the notation as above, we have for all $n \geq 0$

$$
W_{n} H W_{n}^{*}=S_{\mathcal{U}, n} \quad \text { and } \quad W_{n} H^{*} W_{n}^{*}=S_{\mathcal{U}, n}^{*}
$$

Proof. Let $\left(\chi_{n+j}\right)_{j \geq 0} \in \ell^{2}\left(\mathbf{N}, \mathcal{U}_{n, n}\right)$. The vector $W_{n}^{*}\left(\left(\chi_{n+j}\right)_{j \geq 0}\right)$ is the vector $\xi$ of (4.6), so that

$$
\begin{aligned}
H W^{*}\left(\left(\chi_{n+j}\right)_{j \geq 0}\right) & =H\left(\left(\xi_{n+j}\right)_{j \geq 0}\right)=H\left(\left(\frac{\sqrt{d_{n+j}}}{\sqrt{\prod_{q=n}^{n+j} d_{q}}} H^{j} \chi_{n+j}\right)_{j \geq 0}\right) \\
& =\left(0, \eta_{1}, \eta_{2}, \ldots, \eta_{k}, \ldots\right)
\end{aligned}
$$

with

$$
\eta_{k}=\sqrt{d_{n+k-1}} \frac{1}{\sqrt{\prod_{q=n}^{n+k-1} d_{q}}} H^{k-1} \chi_{n+k-1}=\sqrt{d_{n+k-1}} \xi_{n+k-1}
$$

for all $k \geq 1$. Therefore

$$
\begin{aligned}
W_{n} H W_{n}^{*}\left(\left(\chi_{n+j}\right)_{j \geq 0}\right) & =W_{n}\left(0, \eta_{1}, \eta_{2}, \ldots, \eta_{k}, \ldots\right) \\
& =W_{n}\left(0, \sqrt{d_{n}} \xi_{n}, \sqrt{d_{n+1}} \xi_{n+1}, \sqrt{d_{n+2}} \xi_{n+2}, \ldots\right) \\
& =S_{\mathcal{U}, n}\left(\chi_{n}, \chi_{n+1}, \chi_{n+2}, \chi_{n+3}, \ldots\right)
\end{aligned}
$$

hence $W_{n} H W_{n}^{*}=S_{\mathcal{U}, n}$. Finally $W_{n} H^{*} W_{n}^{*}=\left(W_{n} H W_{n}^{*}\right)^{*}=S_{\mathcal{U}, n}^{*}$.

For $n \geq 0$, we denote by

$$
\delta_{*, n} \quad \text { the sequence } \quad\left(\sqrt{d_{n}}, \sqrt{d_{n+1}}, \ldots, \sqrt{d_{n+j}}, \ldots\right)
$$

and we consider the infinite Jacobi matrix

$$
J_{\delta_{*, n}}=\left(\begin{array}{ccccc}
0 & \sqrt{d_{n}} & 0 & 0 & \cdots  \tag{4.8}\\
\sqrt{d_{n}} & 0 & \sqrt{d_{n+1}} & 0 & \cdots \\
0 & \sqrt{d_{n+1}} & 0 & \sqrt{d_{n+2}} & \cdots \\
0 & 0 & \sqrt{d_{n+2}} & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \ddots
\end{array}\right)
$$

If we identify the operators $S_{n}$ of (4.7) and $S_{n}^{*}$ with their matrices with respect to the standard basis $\left(\delta_{j}\right)_{j \in \mathbf{N}}$ of $\ell^{2}(\mathbf{N})$, we have

$$
J_{\delta_{*, n}}=S_{n}+S_{n}^{*}
$$

Here is a reformulation of part of the previous propositions.
Proposition 4.6. Let $T=(V, E)$ be an infinite spherically symmetric tree with root $v_{0}$ and with sequence of branching degrees $\left(d_{r}\right)_{r \geq 0}$ such that $d_{r} \geq 2$ for all $r \geq 0$ and $\sup _{r} d_{r}<\infty$.

The adjacency operator $A_{T}$ of $T$ is unitarily equivalent to a direct sum $\bigoplus_{n=0}^{\infty} m_{n} J_{\delta_{*, n}}$, where the multiplicities $m_{n}$ are given by

$$
\begin{aligned}
& m_{n}=\operatorname{dim} \mathcal{U}_{n, n}=\left(\prod_{q=0}^{n-2} d_{q}\right)\left(d_{n-1}-1\right) \quad \text { for } n \geq 2 \\
& m_{1}=\operatorname{dim} \mathcal{U}_{1,1}=d_{0}-1 \\
& m_{0}=\operatorname{dim} \mathcal{U}_{0,0}=1
\end{aligned}
$$

and where the $J_{\delta_{*, n}}$ 's are the Jacobi matrices of (4.8).
As a first particular case, consider an integer $d \geq 2$, the constant sequence $(d, d, d, \ldots)$, and the regular rooted tree $T_{d}^{\text {root }}=(V, E)$ of branching degree $d$; the relevant Jacobi matrix is the multiple $\sqrt{d} J$ of the free Jacobi matrix $J$ of Section 3. By Proposition 3.1 for the marked spectrum of $J$ and by Proposition 2.2, we obtain the marked spectrum of $\sqrt{d} J$ :
(1) The norm of $\sqrt{d} J$ is $2 \sqrt{d}$.
(2) The spectrum of $\sqrt{d} J$ is $[-2 \sqrt{d}, 2 \sqrt{d}]$.
(3) The vertex spectral measure of $\sqrt{d} J$ at $\delta_{0}$ is

$$
d \mu(x)=\frac{1}{2 \pi d} \sqrt{4 d-x^{2}} d x
$$

for $x \in[-2 \sqrt{d}, 2 \sqrt{d}]$ (where $d x$ stands for the Lebesgue measure).
(4) The vector $\delta_{0}$ is cyclic for $\sqrt{d} J$ and $\sqrt{d} J$ is multiplicity-free.

By Proposition 4.6, the adjacency operator of $T_{d}^{\text {root }}$ is the direct sum of infinitely many copies of $\sqrt{d} J$, and we obtain the following:

Proposition 4.7. Let $d \geq 2$ and let $T_{d}^{\mathrm{root}}=(V, E)$ be the regular rooted tree of branching degree $d$. Let $A_{d}^{\text {root }}$ denote the adjacency operator of $T_{d}^{\text {root }}$.
(1) The norm of $A_{d}^{\text {root }}$ is $2 \sqrt{d}$.
(2) The spectrum of $A_{d}^{\text {root }}$ is $[-2 \sqrt{d}, 2 \sqrt{d}]$.
(3) The vertex spectral measure at 0 is $d \mu(x)=\frac{1}{2 \pi d} \sqrt{4 d-x^{2}} d x$ for $x$ in $\Sigma\left(A_{d}^{\text {root }}\right)$; it is a scalar-valued spectral measure for $A_{d}^{\text {root }}$.
(4) $A_{d}^{\text {root }}$ has uniform infinite multiplicity.

Recall from the introduction that two graphs $G, G^{\prime}$ of bounded degree are cospectral if their adjacency operators have equal spectra, equivalent scalar-valued spectral measures, and spectral multiplicity functions which are equal almost everywhere.

Corollary 4.8. For any integer $d \geq 2$, the lattice graph $L_{d}$ and the regular rooted tree $T_{d^{2}}^{\text {root }}$ are cospectral.

Proof. This is an immediate consequence of Corollary 2.11 and of Propositions 3.4 and 4.7.

Note that the measure $\mu_{d}$ of Proposition 3.4 for $L_{d}$ and the measure $\mu$ of Proposition 4.7 for $T_{d^{2}}^{\text {root }}$ are not equal, but they are both equivalent to the Lebesgue measure on $\left[-d^{2}, d^{2}\right]$, and this is enough to apply Corollary 2.11.

Example 4.9. Consider an integer $p \geq 2$ and a sequence of integers $d_{*}=\left(d_{r}\right)_{r \geq 0}$ such that $d_{r} \geq 2$ and $d_{p+r}=d_{r}$ for all $r \geq 0$. For $s \in\{0,1, \ldots, p-1\}$, let $T_{s}$ be the spherically symmetric rooted tree with sequence of branching degrees $d_{*, s}=\left(d_{s}, d_{s+1}, d_{s+2}, \ldots\right)$. When $p$ is the smallest period of the sequence $d_{*}$, the trees $T_{0}, \ldots, T_{p-1}$ are pairwise non-isomorphic.

It follows from Proposition 4.6 that the $p$ trees $T_{0}, \ldots, T_{p-1}$ are cospectral.

## 5. Regular trees

For any positive real number $a$, set

$$
J_{a}=\left(\begin{array}{ccccc}
0 & a & 0 & 0 & \cdots  \tag{5.1}\\
a & 0 & 1 & 0 & \cdots \\
0 & 1 & 0 & 1 & \cdots \\
0 & 0 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Note that $J_{1}$ is the free Jacobi matrix. Matrices $J_{* * *}$ here and below are identified with the corresponding operators on the Hilbert space $\ell^{2}(\mathbf{N})$, with its canonical orthonormal basis.

Let $d$ be an integer, $d \geq 3$; let $T_{d}=(V, E)$ be the regular tree of degree $d$. Choose one vertex $v_{0} \in V$ to be the root of $T_{d}$. Then $T_{d}$ is the spherically symmetric rooted tree with sequence of branching degrees $(d, d-1, d-1, d-1, \ldots)$ of which all terms are $d-1$ but the initial one which is $d$. The matrix $J_{\delta_{*, 0}}$ of Proposition 4.6 is

$$
\begin{align*}
J_{\sqrt{d}, \sqrt{d-1}} \infty & =\left(\begin{array}{cccccc}
0 & \sqrt{d} & 0 & 0 & 0 & \cdots \\
\sqrt{d} & 0 & \sqrt{d-1} & 0 & 0 & \cdots \\
0 & \sqrt{d-1} & 0 & \sqrt{d-1} & 0 & \cdots \\
0 & 0 & \sqrt{d-1} & 0 & \sqrt{d-1} & \cdots \\
0 & 0 & 0 & \sqrt{d-1} & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)  \tag{5.2}\\
& =J_{\sqrt{d}, \sqrt{d-1}} \infty=\sqrt{d-1} J_{a} \quad \text { for } \quad a=\frac{\sqrt{d}}{\sqrt{d-1}}
\end{align*}
$$

Note that $1 \leq a \leq \sqrt{3 / 2}$, since $d \geq 3$. The other matrices $J_{\delta_{* n}}$ of Proposition 4.6 , for $n \geq 1$, are all equal to $\sqrt{d-1} J_{1}$. For Proposition 5.3 below, we will need to know properties of the scalar-valued spectral measures defined by these matrices. This is straightforward and very standard for $J_{1}$, as already shown in Proposition 3.1, but we did not find a simple ad hoc argument for $J_{\sqrt{d} / \sqrt{d-1}}$, and we rather quote the following

Proposition 5.1. Consider a real number a such that $0<a \leq \sqrt{2}$ and the matrix $J_{a}$ of (5.1), viewed as a self-adjoint operator acting on $\ell^{2}(\mathbf{N})$, with its canonical orthonormal basis $\left(\delta_{n}\right)_{n \geq 0}$.
(1) The norm of $J_{a}$ is 2 .
(2) The spectrum of $J_{a}$ is the interval $[-2,2]$.
(3) The vector $\delta_{0}$ is cyclic for the operator $J_{a}$.
(4) The vertex spectral measure of $J_{a}$ is equivalent to the Lebesgue measure on $[-2,2]$, and it is a scalar-valued spectral measure.

Proof for (1) to (3) and reference for (4). As in the proof of Proposition 3.7, we have $\Sigma_{\text {ess }}(X+K)=\Sigma_{\text {ess }}(X)$, so that $\Sigma_{\text {ess }}\left(J_{a}\right)=[-2,2]$; this holds for all $a \geq 0$. The eigenvalue equation $J_{a} \xi=\lambda \xi$ for $\xi=$ $\left(\xi_{n}\right)_{n \geq 0} \in \ell^{2}(\mathbf{N})$ gives rise to a difference equation of second order with constant coefficients, and a routine computation shows that this equation has no solution in $\ell^{2}(\mathbf{N})$ when $0<a^{2} \leq 2$ (details for example in [14, Lemma 4.6]); it follows that $\Sigma\left(J_{a}\right)=\Sigma_{\text {ess }}\left(J_{a}\right)=[-2,2]$. This completes the proof of Claims (1) and (2). It is straightforward to check Claim (3).

Claim (4) is more delicate to prove, and we quote here a particular case of the result of [35] (particular because we impose diagonal coefficient $b_{n}=0$ here, and because we exclude eigenvalues):

Let $\left(a_{n}\right)_{n \geq 0}$ be a sequence of positive real numbers such that

$$
\lim _{n \rightarrow \infty} a_{n}=1 \quad \text { and } \quad \sum_{n=1}^{\infty}\left|a_{n+1}-a_{n}\right|<\infty
$$

Let $\mu$ be the measure associated to the sequence of orthonormal polynomials $\left(P_{n}\right)_{n \geq 0}$ defined by the recurrence formula

$$
x P_{n}(x)=a_{n} P_{n+1}(x)+a_{n-1} P_{n-1}(x) \quad \text { for } \quad n \geq 0
$$

(with $a_{-1}=0, P_{-1}=0, P_{0}$ constant) and the normalisation $P_{n}(x)=$ $\gamma_{n} x^{n}+$ lower order terms, $\gamma_{n}>0$. Consider the operator $J$ defined on the Hilbert space $\ell^{2}(\mathbf{N})$ with its canonical basis $\left(\delta_{n}\right)_{n \in \mathbf{N}}$ by the Jacobi matrix

$$
\left(\begin{array}{ccccc}
0 & a_{0} & 0 & 0 & \cdots  \tag{5.3}\\
a_{0} & 0 & a_{1} & 0 & \cdots \\
0 & a_{1} & 0 & a_{2} & \cdots \\
0 & 0 & a_{2} & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

and assume that this operator does not have any eigenvalue. Let $\mu$ be the local spectral measure of $J$ at $\delta_{0}$, defined by $\int_{\Sigma(J)} f(x) d \mu(x)=\left\langle f(J) \delta_{0}\right|$ $\left.\delta_{0}\right\rangle$ for any function $f$ continuous on the spectrum $\Sigma(J)$ of $J$.

Then $\Sigma(J)=[-2,2]$ and $\mu=\rho \lambda$ for a function $\rho$ which is continuous positive on $]-2,2[$ and zero outside $[-2,2]$ (where $\lambda$ is the Lebesgue measure). In particular, $\mu$ is equivalent to $\lambda$ on $[-2,2]$.

Claim (4) follows. Rather than relying on [35], we could alternatively quote [48, Theorem III.11], which provides an explicit formula for the local spectral measure of $J_{a}$ at the vector $\delta_{0}$, or quote results related to that of [35], such as [21, Theorem 3] or [49, Theorem 8.18].

By Corollary 2.11, we have the following consequence of Proposition 5.1, surprising for us:

Corollary 5.2. For any $a \in] 0, \sqrt{2}]$, the matrix $J_{a}$ is unitarily equivalent to $J_{1}$.

In contrast, for $a>\sqrt{2}$, the operator $J_{a}$ has two simple eigenvalues $\pm \frac{a^{2}}{\sqrt{a^{2}-1}}$, and therefore is not unitarily equivalent to $J_{1}$. Let $d \geq 3$ and $a=\sqrt{d} / \sqrt{d-1}$; note that $a<\sqrt{2}$; since $J_{\sqrt{d}, \sqrt{d-1}}=\sqrt{d-1} J_{a}$, see (5.2), Proposition 5.1 implies: (1) The norm of $J_{\sqrt{d}, \sqrt{d-1}}^{\infty}$ is $2 \sqrt{d-1}$. (2) The spectrum of $J_{\sqrt{d}, \sqrt{d-1}}$ is the interval $[-2 \sqrt{d-1}, 2 \sqrt{d-1}]$. (3) The vector $\delta_{0}$ is cyclic for the operator $J_{\sqrt{d}, \sqrt{d-1}}$. (4) The vertex spectral measure of $J_{\sqrt{d}, \sqrt{d-1}^{\infty}}$ is equivalent to the Lebesgue measure on $[-2 \sqrt{d-1}, 2 \sqrt{d-1}]$; it is a scalar-valued spectral measure.

By Proposition 4.6, the adjacency operator $A_{d}$ of $T_{d}$ is the direct sum of one copy of $J_{\sqrt{d}, \sqrt{d-1}} \infty$ and infinitely many copies of $\sqrt{d-1} J_{1}$, hence we obtain the following:

Proposition 5.3. Let $d \geq 3$ and let $T_{d}=(V, E)$ be the regular tree of degree d. Let $A_{T_{d}}$ be the adjacency operator $T_{d}$.
(1) The norm of $A_{T_{d}}$ is $2 \sqrt{d-1}$.
(2) The spectrum of $A_{T_{d}}$ is $[-2 \sqrt{d-1}, 2 \sqrt{d-1}]$.
(3) The vertex spectral measure at any vertex is equivalent to the Lebesgue measure on the spectrum of $A_{T_{d}}$; it is a scalar-valued spectral measure.
(4) $A_{T_{d}}$ has uniform infinite multiplicity.

Corollary 5.4. For any integer $d \geq 2$, the lattice graph $L_{d}$ and the regular tree $T_{d^{2}+1}$ are cospectral.

Remark: the vertex spectral measures of $T_{d}$ and $T_{d}^{\text {root }}$ which appear here are equivalent to the Lebesgue measure on the appropriate interval. This is in sharp contrast with large families of spherically symmetric rooted trees, for which vertex spectral measures don't have absolutely continuous spectrum [10], [19].

## 6. An uncountable family of cospectral graphs

There are in [29] examples of uncountable families of pairwise nonisomorphic cospectral Schreier graphs. They are defined in terms of certain groups of automorphisms of infinite regular rooted trees called spinal groups, and the actions of these groups on the boundaries of the trees. We restrict here to the particular case of the Fabrykowski-Gupta group, which is the simplest of the spinal groups acting on rooted trees of branching degree $\geq 3$, and we describe shortly one of these families as follows.

Consider the regular rooted tree $T=T_{3}^{\text {root }}$ of branching degree 3 , its boundary $\partial T$ which is the Cantor space $\{0,1,2\}^{\mathbf{N}}$ of infinite sequences of 0,1 and 2 's, and the Bernoulli measure $\nu$ on $\partial T$ which is a probability measure invariant by the automorphism group of $T$. The FabrykowskiGupta group $\Gamma$ is the group of automorphisms of $T$ generated by the symmetric set $S=\left\{a, a^{-1}, b, b^{-1}\right\}$, where $a$ is the cyclic permutation of the three main branches of $T$ just below the root, and where $b$ is the automorphism of $T$ usually defined recursively by $b=(a, 1, b)$, see for example [39, Subsection 8.2].

For $\xi \in \partial T$, let $\operatorname{Stab}_{\xi}(\Gamma)$ denote the stabilizer $\{g \in \Gamma: g \xi=\xi\}$. Let $\operatorname{Sc}_{\xi}=\operatorname{Sc}\left(\Gamma, \operatorname{Stab}_{\xi}(\Gamma), S\right)$ be the Schreier graph of the indicated triple, with vertex set the orbit $\Gamma \xi$ (i.e., the coset space $\Gamma / \operatorname{Stab}_{\xi}(\Gamma)$ ) and edges the pairs of the form $\{g \xi, s g \xi\}$ with $g \in \Gamma$ and $s \in S$. This graph may have loops (pairs with $g \xi=s g \xi$ ) and multiple edges (pairs $\{g \xi, s g \xi\}$ and $\left\{g \xi, s^{\prime} g \xi\right\}$ with $s^{\prime} \neq s$ and $s g \xi=s^{\prime} g \xi$ ), but its adjacency operator $A_{\xi}$ acting on $\ell^{2}(G \xi)$ can be naturally defined.

It is known that there exists a measurable subset $\mathcal{W}$ of $\partial T$ of full measure, i.e., $\nu(\mathcal{W})=1$, such that for $\xi \in \mathcal{W}$ the adjacency operator $A_{\xi}$ has the following properties:

- The closure of the set of eigenvalues of $A_{\xi}$, which is the spectrum of $A_{\xi}$, is the union of a Cantor subset of $\mathbf{R}$ of Lebesgue measure zero and of countably many points accumulating on this Cantor set; see [5, Theorem 3.6 and Corollary 4.13] and [29, Theorem 1.5].
- $A_{\xi}$ has a pure point spectrum, more precisely there exists an orthonormal basis of $\ell^{2}(\Gamma \xi)$ of eigenvectors of $A_{\xi}$, moreover each eigenvector in this basis is a function of finite support on $\Gamma \xi$ [29, Theorem 1.8].
- The set of these eigenvalues and their multiplicities, which are all infinite, do not depend on $\xi[29$, Section 5].

Moreover, for $\xi \in \mathcal{W}$, the set of $\xi^{\prime} \in \mathcal{W}$ for which $\mathrm{Sc}_{\xi^{\prime}}$ is isomorphic to $\mathrm{Sc}_{\xi}$ has $\nu$-measure 0 [39, Corollary 7.13].

In particular, there are uncountably many graphs $\mathrm{Sc}_{\xi}$ which are cospectral and pairwise non-isomorphic.
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