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ABSTRACT. We study the problem of classifying the pairs of
linear operators A, B (acting on the same vector space), when the
both operators are potent and AB = 0. We describe the finite, tame
and wild cases and classify the indecomposable pairs of operators
in the first two of them.

Introduction

Throughout the paper, k is an algebraic closed field of characteristic
char k = 0. All k-vector space are finite-dimensional. Under consideration
maps, morphisms, etc., we keep the right-side notation.

We call a Krull-Schmidt category (i.e. an additive k-category with
local endomorphism algebras for all indecomposable objects) of tame
(respectively, wild) type if so is the problem of classifying its objects up to
isomorphism (see precise general definitions in [1]). For formal reasons
we exclude the categories of finite type (i.e. with finite number of the
isomorphism classes of indecomposable objects) from those of tame type.

In this paper we study the problem of classifying the pairs of anni-
hilating potent linear operators (an operator C is called potent or, more
precisely, s-potent if C* = C, where s > 1).
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Formulate our problem more precisely and in the category language.

Let P(k) denotes the category of pairs of linear operators acting
on the same k-vector space, i.e. the category with objects the triples
U = (U, A, B), consisting of a k-vector space U and linear operators A, B
on U, and with morphisms from U = (U, A4, B) to U’ = (U', A’,B’) the
linear maps X : U — U’ such that AX = XA, BX = XB. Since it
is a Krull-Schmidt category, each object is uniquely determined by its
direct summands. For natural numbers n,m > 1, denote by Py (n,m)
the full subcategory of P (k) consisting of all triples (U, A, B) with A
being n-potent, B being m-potent and AB = 0. Our aim is to describe
the type of every such category and to classify (up to isomorphism) the
indecomposable objects in finite and tame cases.

Theorem 1. A category Pg(n,m) is of
e finite type if nm <n+m+ 3,
o tame type if nm =n+m + 3,
o wild type if nm > n—+m + 3.

With respect to the mentioned classification see section 2.

Note that from Theorems 3.1 and 3.2 of [2] it follows that without
the relation AB = 0 the corresponding overcategory Px(n,m) is of tame
type if n = m = 2 and of wild type otherwise (see more in 3.6 below).

1. Proof of the theorem

We first establish a connection between the categories Py (n, m) and
the categories of representations of quivers.

Recall the notion of representations of a quiver [3].

Let Q = (Qo, Q1) be a finite quiver (directed graph), where @y and
Q1 are the sets of its vertices and arrows, respectively. A representation
of the quiver Q = (Qo, Q1) over a field K is a pair R = (V,~) formed
by a collection V' = {V, |z € Qo} of K-vector spaces V, and a collection
v = {Ya|a : © — y runs through@Q:} of linear maps v, : Vo — V.
A morphism from R = (V,7) to R = (V’,~’) is given by a collection
A ={A\; |z € Qo} of linear maps \, : V;, = V, such that v,\, = A\p7 5
for any arrow « : © — y. The category of representations of @ = (Qo, Q1)
over K will be denoted by repy Q. It is a Krull-Schmidt category.

A quiver @ is said to be of finite, tame or wild representation type
over K if the caregory repy () has respectively finite, tame or wild type.
By results of [3] (respectively, [4] and [5]), a connected quiver is of finite
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(respectively, tame) representation type if and only if it is a Dynkin
(respectively, extended Dynkin) graph. Note that by a Dynkin graph we
mean a Dynkin diagram with some orientation of edges, and for simplicity
denote it in the same way as the Dynkin diagram (analogously for an
extended Dynkin graph).

Now we proceed to investigate connections between categories of the
forms Pp(n, m) and rep;, Q.

We identify a linear map a of U = U1 @& ... Upinto V=V & ...V
with the matrix (ay;)i_; _;, where ay; : U; — Vj are the linear maps
induced by «; if p = ¢ and the matrix is diagonal, we write o = &!_; ;.
The identity linear operator on W is denoted by 1y .

For natural numbers n,m > 1, denote by Q(n,m) the quiver with
set of vertices Qo(n,m) = {1,2...,n+ m} and set of arrows Q1(n,m) =
{i—>jli=1,...,n;i=n+1,...,n+m}. The primitive root of unity
of degree s is denoted by 5.

Define the functor G, from rep, Q(n — 1,m — 1) to P.(n,m) as
follows. G, assigns to each object (V,7) € rep, @(n — 1,m — 1) the
object (V& A7, BY) € P2(n,m) where V& = gl m=2y,, Ay = e, 11y,
ifi=45<n-1and .A;Yj = 0 if otherwise, B;Iﬂ'—l,nﬂ'—l = 5%—11Vn+¢71
ifi <m—1, BZH—LJ‘ =y ifi<m—1,j<n—1 and B}, =0 in all
other cases. Gy, assigns to each morphism \ of rep, Q(m — 1,n — 1) the
morphism @?:lm—z)\i of Py (n,m).

Proposition 1. The functor Gum is full and faithful.

Proof. 1t is obvious that G, is faithful. Prove that it is full. Let § be a
morphism from (V,v)Gpm = (VE, A7, BY) to (W, 0)Gppm = (WP, A7, B7).
In other words, d is a linear map of V¥ into W such that A7§ = § A% and
B7§ = 0B7. We consider these equalities as matrix ones (see the definition
of V¥), and the induced by them scalar equalities (A78);; = (6.A7);; and
(B7§)i; = (0B7);; denote, respectively, by [a, 1, j] and [b, 1, j].

Since €,_1,82_4,... ,EZ:% and 0 are pairwise different elements of the
field k, it follows from the equalities [a,1,j] with i, € {1,...,n — 1},
i # 7, a,i,j] withi e {1,...,n—1},7 € {n,...,n+m — 2} and [a, 1, j]

withi € {n,...,n+m—2},j € {1,...,n—1} that the block (5pq);‘?;i1 of

o (as a matrix) is diagonal and the blocks (5pq)2;11 HET2 (g )yt 2 2;11

are zero. Then analogously to above, it follows from the equalities [b, 7, j]
with 4,7 € {n,...,n+m—2},i # j, that the block (5pq)gjggl,;2 is diagonal.
Thus o (as a matrix) is diagonal, and it is easy to see that the equalities

[b,1,7] with i € {n,....,n+m —2},j € {1,...,n — 1} means that 7 =
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(01,--+,0n+m—2) is @ morphism between the objects (V,~) and (W, o) of
the category rep, Q(n — 1,m — 1). Since 0 = TGy, the fullness of G,
is proved. O

Proposition 2. Each object of Pp(n,m) is isomorphic to an object of
the form RGpy & (W,0,0), where R is an object of rep;, Q(n —1,m — 1),
W is a k-vector space of dimension d > 0.

Proof. Let T = (U, A, B) be an objects of the category Py (n,m). Since

the roots €,_1,... ,EZ:% and 0 of the polynomial 2™ — z are pairwise
different, we can assume (by the theorem on the Jordan canonical form)
that U = Ui ®...0U,—1®Uy with Us = Ker(A—e? _,1y) and Uy = Ker A;
then A= A1 @...0 A,_1 ® Ay with A, : Uy — U, to be the scalar
operator €1y, and Ag : Uy — Up to be zero (here s =1,...,n —1).
From AB = 0 it follows that Uy & ... & U,_1 € Ker B, and consequently
we have (since B™ = B) that the operator By : Uy — Uy, induced
by B, satisfies the equality Bj' = By. Then, analogously as above, Uy =
Upn®...0Uptm—o®W with U, 51 = Ker(80—€fn_11(]0), s=1,...,m—1,
and W = Ker By. Besides, it follows from B"" = B that W, € Ker B.
Thus, U =U1 @ ... ®Uprm_2 @ W and now the operators A, B are
uniquely defined by the maps B;; : U; — U; with ¢ and j running from
n ton+m — 2 and from 1 to n — 1, respectively. The representation R
of the quiver Q(n — 1, m — 1), corresponding to these maps, satisfies the
required condition, i. e. T'= RGp,, ® (W,0,0). O

Denote by 73,2(71, m) the full subcategory of P;(n,m) consisting of all
objects that have no objects (W,0,0), with W # 0, as direct summands.

We have as an immediate consequence of Propositions 1 and 2 the
following statement.

Theorem 2. The functor Gy, viewed as a functor from the category
rep, Q(n — 1,m — 1) to the category Pg(n,m), is an equivalence of cate-
gories.

Using this theorem it is easy to show by the standard method that
the types of categories Py (n, m) and rep, Q(n — 1,m — 1) coincide.

Now Theorem 1 follows from the simple facts that @ = Q(n—1,m—1)
is a Dynkin graph iff either n = 2, m = 2, 3,4, or vice versa,n = 2,3,4,m =
2 (then @ = As, As, Dy, respectively), and an extended Dynkin graph
iff either n = 2, m = 5, or vice versa, n = 5,m = 2 (then Q = 154), or
n=m =3 (then Q = A3).
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2. The classification of the indecomposable pairs
of annihilating potent operators

The functor G,,;, allows to obtain a classification of indecomposable
objects (up to isomorphism) of any category Py (n,m) of finite and tame
types (see Theorem 2). To do this, it is need to take representatives of the
classes of isomorphic indecomposable objects (one from each class) of the
category rep;, @ with @ = Q(n —1,m — 1) and apply to them the functor
Gnm (as a result we get all representatives of the classes of isomorphic
indecomposable objects of Py (n, m), except (k,0,0)). Such (of the most
simple form) representatives are well-known: see [3] for Q) = As, A3, Dy

(our cases of finite type) and [4,5] for Q = A3, Dy (our cases of tame
type).

3. Remarks

3.1. All the above results are true if k is any field of characteristic 0
and €,,&, € k.

3.2. All the above results are true if k is an algebraic closed field of
characteristic p # 0, which does not divide nm.

3.3. All the above results are true if k is as in 3.2, but does not
necessarily algebraically closed, and ¢,,, &, € k.

3.4. All the above results are true if k is an algebraic closed field of any
characteristic and A, B satisfy, respectively, polynomials ¢(x) and ¥ (x)
of degrees n and m without multiple roots such that ¢(0) = 0, ¥(0) =0
(without the last condition the problem is trivial).

3.5. Theorem 1 is true if k is any field of any characteristic and A, B
satisfy, respectively, any fixed separable polynomials ¢(x) and ¢ (z) of
degrees n and m such that ¢(0) = 0, ¥(0) = 0 (see the definitions in [1]).

3.6. Classifying the pairs of idempotent operators. As the first
author pointed out, the following classification of the pairs of idempotent
operators (the objects of Py(2,2)) follows from [2, Section 3] and [4].

One will adhere to the matrix language. The field k is assumed to
be any algebraic closed (otherwise, it is necessary to replace the below
Jordan blocks in 1) by indecomposable Frobenius companion ones).

Let J,,(\) denotes the (upper) m x m Jordan block with diagonal
entries A\, E,, the m x m identity matrix. Define °E,, (respectively, o Ey,)
as E,, with added null first column (respectively, last row). For an m x m
matrix X, put X* = X, X~ = FE,, — X, and for a pair of m x m
matrices P = (X,Y) and p,v € {+,—}, put P* = (X*,Y"). Finally,
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for matrices A, B with the same number of rows, introduce the squared

matrices
A B 0 O
= (2 5). sam- (5 0)

Theorem 3. The set of all pairs of matrices over k of the forms

1) P = (F[En, Eyn],S[J.(N), En]), A€ k\O,

2) P* for P = (F[E,, E,], S[J.(0), E,]) and p,v € {+, -},

3) P* for P = (F[En,0En_1],S[°En_1, En_1]) and p,v € {+, -},
where n runs through the natural numbers, is a complete set of pairwise
nonsimilar indecomposable pairs of idempotent matrices over k.

Note that this classification implies those of the pairs of involutory
matrices (the representations of the infinite dihedral group) if char k # 2.
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